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Abstract 

 
Urban development has brought about the increasing saturation of urban traffic demand, and 
traffic congestion has become the primary problem in transportation. Roads are in a state of 
waiting in line or even congestion, which seriously affects people's enthusiasm and efficiency 
of travel. This paper mainly studies the discrete domain path planning method based on the 
flow data. Taking the traffic flow data based on the highway network structure as the research 
object, this paper uses the deep learning theory technology to complete the path weight 
determination process, optimizes the path planning algorithm, realizes the vehicle path 
planning application for the expressway, and carries on the deployment operation in the 
highway company. The path topology is constructed to transform the actual road information 
into abstract space that the machine can understand. An appropriate data structure is used for 
storage, and a path topology based on the modeling background of expressway is constructed 
to realize the mutual mapping between the two. Experiments show that the proposed method 
can further reduce the interpolation error, and the interpolation error in the case of random 
missing is smaller than that in the other two missing modes. In order to improve the real-time 
performance of vehicle path planning, the association features are selected, the path weights 
are calculated comprehensively, and the traditional path planning algorithm structure is 
optimized. It is of great significance for the sustainable development of cities. 
 
 
Keywords: Real-time traffic data, Data flow model, Data model, deep learning, path 
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1. Introduction 

 At present, the highway bears more traffic pressure due to the diversification of its route 
interchange mode and the high service of infrastructure. Navigation map can only collect 
traffic information by acquiring users' basic information, but it obviously can't describe the 
real traffic. According to the characteristics of the expressway system, the expressway 
company can use its own system data to perfectly describe the real-time operation status of the 
road network, and provide a more reasonable and feasible vehicle path planning application 
[1]. 

With the continuous progress of signal induction theory and video analysis technology, the 
emergence of high-end acquisition equipment such as speed radar, high-definition camera and 
electronic police, which make the expressway traffic flow data acquisition system become 
more and more complete. The traffic flow data collected has been expanded from several items 
at the beginning to dozens or even hundreds at present [2]. But in fact, these traffic flow data 
of different breadth have not been fully used reasonably. As an important part of the intelligent 
transportation system, traffic flow data can efficiently provide navigation and geographic 
information services for travelers in real time, and can guide travelers from the original 
location to the target location. The selected path planning strategy directly determines the 
quality of the driving path provided by route guidance to travelers. According to the dynamic 
traffic demand, the path planning technology involved in the vehicle route guidance system 
not only provides accurate path search results, but also needs to be able to calculate the results 
in real time with the dynamic change of traffic information to prevent the failure of the 
obtained path planning results [3]. Optimal path planning technology uses GPS, sensors and 
other intelligent devices to obtain the real-time operation status of the road network. The 
technology analyzes the accessibility of the original node and the target node in the road 
network, explores the accessible path between the original node and the target node, and sets 
some optimal rules, such as the lowest fuel consumption, congestion avoidance, etc., to select 
different schemes according to the optimization rules. Then, it presents that filtered result to 
the user for selection [4].    

Kranti Kumar et al. [5] of Vellore University of Technology applied artificial neural 
network to short-term prediction of traffic volume. In addition to traffic volume, speed and 
density, the model uses time and day of the week as input variables. The validity of the model 
is verified by the traffic flow data of rural roads collected through field investigation. Jin young 
Ahn et al. [6] of Konkuk University proposed a real-time traffic flow prediction method based 
on Bayesian classifier and support vector regression (SVR), and verified that the estimation 
method based on SVR has higher accuracy than the linear regression method by actual 
experiments. However, there is a potential defect when this kind of predictive method is used 
to interpolate missing values, that is, the data after the missing values can not be used. The 
interpolation performance will be greatly reduced when the missing position is relatively early. 

In this paper, a dynamic path weight determination method based on deep learning is studied. 
The real-time traffic state is discriminated by the state discrimination algorithm based on 
multi-model fusion, which is used to calculate the path weight, including feature selection, 
multi-feature clustering, real-time classification and other core contents. And the 
corresponding experiment is designed for analysis to verify the effectiveness of this study. 

The main innovations of this paper are: 
(1) Construct a network topological structure and establish a path planning topological 

model which can be understood by a computer; 
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 (2) Obtain that dynamic weight value of the path, namely calculating the path weight 
value base on the running state of the road network and by integrating multi-dimensional 
weight value factors;  

(3) Optimize that structure of the traditional path planning algorithm and simplify the 
data storage structure. 

2. Related work 

2.1 State Identification Algorithm Based on Multi-model Fusion 

The first step of the network topology planning is to construct the network structure with high 
quality, and the path planning algorithm cannot guarantee the network structure. In order to 
set a reasonable path weight computer system, it is necessary to obtain the current running 
state of the network in real time, especially the real-time status of the path in the network 
topology [7]. Compared with the traditional static data, stream data is difficult to be analyzed 
directly by standard data mining methods due to the limitations of data scale, timing, access 
rules, storage mechanism, response speed, randomness and so on [8]. It is necessary to add 
self updating mechanism to the traditional data mining model, so that it can adapt to the real-
time change of stream data characteristics [9]. 

In this paper, a state identification algorithm based on multi-model fusion is proposed, 
which uses the traffic flow data of expressway to identify the real-time state of the road in the 
topology of highway network, which provides the theoretical basis and technical route for the 
determination of path weight and the subsequent application of vehicle path planning. 

2.1.1 Algorithm Flow 
The state discrimination algorithm based on multi-model fusion proposed in this paper consists 
of four modules: data pre-processing, feature selection, multi-feature clustering and real-time 
classification [10]. The algorithm flow is shown in Fig. 1. 

 
Fig. 1. Algorithm flow 
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（1）Data preprocessing module: The original data in the acquisition, transmission, 
storage process, cannot guarantee complete correctness, there must be many incomplete places, 
for example, data type inconsistency, data missing, data redundancy, etc. [11]. If the original 
data is not processed and used directly, and the low quality data is allowed to flow into the 
algorithm model, the learning process of the algorithm model will be greatly damaged. On the 
contrary, proper data preprocessing will significantly improve the quality and reliability of 
algorithm model decision [12]. 
（2）Feature selection module: with the exponential increase of data size and data 

complexity, it is often necessary to establish a super large algorithm structure to solve the 
problem, the algorithm complexity and response time increase suddenly, but in fact, most of 
the features (variables) are not helpful to the solution of the problem. It can be said that the 
process of solving the problem is redundant features (variables) [13]. This is naturally 
unacceptable for data itself, especially stream data, which is an infinite data stream over time. 
Therefore, in the process of model construction, it is very important to select effective data 
features (variables) to solve [14]. 
（3）Multi-feature clustering module: Different features have different description of the 

problem to be solved, which appears to be independent on the surface, but in fact has deep-
seated connection. Multi-feature clustering is to divide the instance into several sub instances 
with obvious differences by analyzing the multi-dimensional features and using the similarity 
principle. In short, clustering analysis is to put the classified objects in multi-dimensional 
space, identify them according to the differences between them, divide the objects with the 
same attribute into the same class, and divide the objects with different attributes into different 
classes, so as to realize the "high cohesion and low coupling" between the categories, that is, 
the objects divided into the same class have high similarity and are divided into different 
classes There is a great difference between elephants [15]. 
（4）Real time classification module: Due to the particularity of stream data, the algorithm 

of the model has high real-time requirements, therefore, to establish real-time classifier in a 
steady stream flow data classification is very important, real-time classifier needs to be able 
to make quick response to flow into the model of internal data, can complete convection data 
classification process in a limited time, to avoid due to the large computational complexity 
and lead to a wide range of data queue and blocking [16]. 

2.1.2  Data Preprocessing 
With the development of sensor technology and signal control system theory, more and more 
parameters used to describe traffic flow state can be collected, processed and stored by sensor 
equipment. At present, the acquisition of traffic flow data is mainly divided into two directions: 
manual acquisition technology and equipment acquisition technology [17].Manual acquisition 
technology is an ancient acquisition technology, which is mainly completed by manpower. It 
is time-consuming and laborious, and it is prone to record omissions and errors. At present, 
the mainstream acquisition technology is the equipment acquisition technology. As the name 
implies, the equipment acquisition technology refers to the automatic acquisition of traffic 
flow data with the help of intelligent devices such as sensor coil, radar, bayonet and electronic 
police [18]. 

When the acquisition equipment has problems in any stage of data acquisition, processing 
and storage, the acquired traffic flow data set will inevitably have obvious defects. If these 
defects are allowed to flow into the algorithm model without necessary treatment, it will 
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mislead the learning process of the algorithm model, seriously reduce the learning ability and 
greatly reduce the reliability of the model [19].Therefore, before the algorithm modeling, it is 
necessary to set the data preprocessing module [20]. The purpose of data preprocessing is to 
convert the original data input into high-quality input suitable for subsequent mining process, 
which usually includes integration, standardization, cleaning conversion and other 
technologies [21]. 

2.2 Data Standardization 
Due to the different expression forms of different feature vectors, there are great differences 
in feature representation. In the subsequent modeling process, the feature vectors are easy to 
affect each other, affecting the discrimination accuracy of the algorithm [22]. As a result, all 
feature vectors are processed equally in the model[23]. 

Since there are few types of traffic flow eigenvectors, this paper uses the following method 
to normalize the eigenvectors, and all the eigenvectors are classified into [0-1][24]. 

(1) The maximum value Max is obtained by traversing all traffic flow eigenvectors; 
(2) The minimum Min is obtained by traversing all traffic flow eigenvectors; 
(3) Normalization is performed with the following equation: 

0 1

m
m x Minx

Max Min−

−
=

−
                                                 （1） 

In equation 1, 0 1x −  is the normalized eigenvector, x is the eigenvector, Min is the minimum 
value of the eigenvector, and Max is the maximum value of the eigenvector[25]. 

2.3 Feature Selection 
Feature selection is regarded as the process of selecting relevant feature subset and reducing 
data dimension by removing irrelevant and redundant features. Different feature vectors have 
different reflection angles for solving problems. The feature selection module mainly analyzes 
multi-dimensional features, deeply mines the meaning of different feature vectors, selects 
eigenvectors with high correlation with the problem to be solved, removes some irrelevant 
eigenvectors, and improves the efficiency and performance of the learning algorithm[26]. 

In this paper, based on the ability of feature vectors to distinguish the close samples, the 
correlation between different feature vectors and known categories in the training set is 
calculated, and different weights of different features are determined according to different 
correlations. Features whose weights are less than a certain threshold value will be deleted. To 
be specific, a sample S is randomly selected from the training set T, and k nearest neighbor 
sample Hk is found from the sample set of the same kind as S, and k nearest neighbor sample 
Mk is found from each sample set of different kind from S. Formula 2 updates the weight of 
each feature[27]. 

( ) ( ) ?  ( ) ?   ( )H MW A W A sim ilarity A difference A= − +                 （2） 
In equation 2, A is a specific attribute feature, W(A) is the weight of the attribute feature, 

( )similarity A is the similarity of the adjacent samples of the attribute feature, and 
( )difference A is the difference degree of the adjacent samples of the attribute feature 

1
( ) ( , , ) / ( )

j

H j
k

A diff A S H mk
=

= ∑
                                  （3） 
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Equation 3 calculates the sum of distances between a feature of sample S and the nearest 
sample Hk of the same class; 

 
1

   ( )

( )( ) ( , , , ( ))
1 ( ( ))

j

M
k

Cechas R

p cA diff A S M c
p class R

=

= ∑ ∑
−

                    （4） 
Equation 4 calculates the sum of distances between a feature of sample S and the nearest 

sample Mk of different classes. 

In equation 3 and 4, ( )jM c  represents the j-nearest sample in class C, ( )diff A,S,R
represents the difference between sample s and sample R on characteristic A, and its 
calculation equation is:  

 
[ ] [ ]    
( ) ( )

( , , ) [ ] [ ]
[ ] [ ]

S A R A if A
Max A Min A

diff A S R S A R A
S A R A

−
 −= =
 ≠
                                       （5） 

In equation 5, ( )Max A is the maximum value in the eigenvector and ( )Min A is the 
minimum value in the eigenvector. 

According to the update of equation 2, when the sum of the distances from a feature of 
sample S to the nearest sample Hk of the same class is greater than the sum of the distances 
between the feature and the nearest sample Mk of different classes, the weight of the feature 
will be increased, that is, the feature has a positive effect on the classification of similar and 
non similar samples. On the contrary, when the sum of the distances between a feature of 
sample S and the nearest sample Hk of the same kind is the sum of the distances and when the 
distance is less than the sum of the distance between the feature and the nearest sample Mk of 
different classes, the weight will be reduced, that is, the feature has a negative effect on the 
classification of similar samples and non similar samples[28]. Of course, the selection of 
sample S may have certain randomness. Therefore, it can be repeated N times, and the average 
weight of each feature is taken as the final weight of the feature. If the weight of a feature is 
greater than 0.5, it is proved that the correlation between the feature and the problem to be 
solved is high; otherwise, it is proved that the correlation between the feature and the solved 
problem is low, especially if the weight of a feature is less than 0.5. The threshold value 
indicates that the feature has almost no relationship with the problem to be solved, and can be 
directly removed from the multi-dimensional feature vector group to achieve the purpose of 
feature selection[29]. 

Suppose that the training data set is T, the number of nearest neighbor samples is k, the 
number of sample sampling is n, the feature weight is W, and the threshold value of feature 
weight is ∂ . The process is shown in algorithm 1 

Algorithm 1 Feature selection algorithm 
Feature selection algorithm 
Input: training set T, number of nearest samples k, number of sample sampling n, 

characteristic threshold∂ . 
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Output: Wi for each feature weight 

（1） iW 0 W φ= =，  

（2） for i 1 to n do=  

K-nearest samples jH j 1,2,3, , k= …（ ）are found from the similar sample set of S, and k 

nearest samples ( )jM c is found from each different kind of sample set 
（3）According to formula (4-2), the weights of all features in sample S are updated. 

（4） ( )if w A ≥ ∂  
Add the Ath feature to the W. 

3.  Depth Algorithms for Clustering Features 
As the statistical distribution and probability distribution of stream data objects change with 
the passage of time, traditional clustering is difficult to adapt to the changing characteristics 
of stream data. Blind use of traditional clustering algorithm may lead to serious damage to the 
learning process of the model, and then wrong results can be obtained. Therefore, the 
traditional clustering model needs to be modified to some extent, and the established clustering 
model needs to be able to update the learning process adaptively with the changing 
characteristics of the stream data to improve the accuracy and reliability of the model. 

This paper conducts multi-feature clustering analysis based on STREAM algorithm. Based 
on deep learning, STREAM algorithm introduces sliding window mechanism to solve 
problems in STREAM data clustering. The underlying framework is still a clustering 
algorithm. 

In this paper, on the basis of K-Means algorithm, STREAM algorithm is used to realize the 
clustering process of the characteristics of convective data. The underlying structure algorithm 
of STREAM algorithm is K-Means algorithm, and batch processing mechanism is added to 
the superstructure to solve the problem of concept drift in the STREAM data. The STREAM 
algorithm flow is shown in Fig. 2. 

 

 
Fig. 2. STREAM algorithm flow 
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The STREAM algorithm flow is shown below. 
(1) Initially set S=1, and calculate K S-level mass centers with k-means clustering 

algorithm for the initial m data. 
(2) Repeat step 1 until m S-level mass centers are obtained. 
(3) Calculate K S+1 mass center by using K-means clustering algorithm for m S mass 

centers. 
(4) Repeat step 3 until m S+1 mass centers are obtained, S=S+1 
(5) Repeat the above steps, that is, when m S level mass centers are obtained, K-Means 

algorithm is used for clustering to obtain K S+1 level mass centers; All the way to the final k 
centers of mass. 

STREAM algorithm uses K-Means algorithm to cluster the hierarchical data. Therefore, it 
is necessary to discuss k-means algorithm. K-Means algorithm divides different categories 
according to the distribution similarity of data points in multi-dimensional feature space. 
Specifically, k objects were randomly obtained from the data set and treated as the initial center 
of mass of k clusters. The rest of the objects were distributed to the nearest cluster according 
to their Euclidean distance from each cluster mass center, and the mass center of each cluster 
was recalculated. The process was repeated iteratively until the distortion function converged, 
and k fixed mass center was obtained. Specifically, the process of K-Means algorithm is shown 
as follows. 

（1）k objects are randomly obtained from the data set as the initial center 1 2 ,, , kµ µ µ…

of mass of the K clusters. 
（2）For each object, the Euclidean distance between it and each cluster center point is 

calculated, and the corresponding object is divided again according to the minimum distance. 
The dividing standard is shown in equation 6. 

( ) ( ) 2arg min |i i
jC x µ= − ‖                                               （6） 

In equation 6, C(i is the category of the i-th data object, x(i) is the i-th data object, and jµ  
is the jth cluster center. 
（3）Update the centers of mass kuuu ,...,, 21  of k clusters according to equation 7 

1
( ) ( )

1
( )

|

1|

i
i i

m
j i

i

m

x C j

C j
µ

=

=

∑ =
=

∑ =
                                              （7） 

（4）Repeat steps 2-3 until the distortion function of equation 8 converges to obtain k 
centers of mass that do not change. 

1
( ) 2( , )

i
i

c
m

J c xµ µ
=

= ∑ − ‖
                                          （8） 

Where, ( , )j c µ  is the distortion function and cµ is the center after the clustering is 
completed. 
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4. Real-time Classifications 
Based on the decision tree theory, the real-time classification module establishes a random 
forest model. With the classification classes obtained from the multi-feature clustering module 
as the training set, the real-time traffic flow is classified and the real-time traffic state is 
identified. The structure is shown in Fig. 3. 

 
Fig. 3. Random forest algorithm 

 
The algorithm flow is shown below. 
(1) Randomly select m random samples in the sample set with put back process; 
(2) For the feature set after feature selection, n features are randomly selected from the 

feature set to establish CART decision tree model; 
(3) Repeat steps (1-2) k times to generate K CART decision trees, each with its own 

independent decision criteria; 
(4) For the new data, through each tree decision, the category of the feature is finally 

determined. 

5. Simulation Experiment 

5.1 Data Preparation 
In order to verify the effectiveness of the STREAM method, an experiment of missing value 
interpolation is carried out on a traffic flow database of a public data set. The data of 8 stations 
in a small road network were selected for the traffic flow data interpolation experiment. The 
small network consists of a cross-road network. The east-west trend is 100 kilometers long, 
and the north-south trend is 60 kilometers long. Simulated traffic flow data are collected in 
this area by induction coils buried under the road. Considering the time complexity of 
STREAM algorithm, a small network in this region is selected. The actual map of the small 
road network and the location and number of the detection station are shown in Fig. 4.  
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Fig. 4. Distribution map of traffic flow detection stations in a small road network 

 
Among them, there are eight stations on the highway. The data acquisition time is from 

September 1, 2019 to October 31, 2020. Considering that there is a significant difference 
between the traffic flow pattern of holidays and normal working days, the data of weekends 
and holidays are excluded, and only the interpolation of traffic flow data of normal working 
days is studied. Finally, the 36-day data with the least data loss rate is selected, so the total 
number of traffic flow samples is8 36 288× = . The detector collects data at an interval of 5 
minutes, and the sample dimension is 288. 

This paper simulates three data missing patterns: 
(1) Missing completely at random (MCAR) 
(2) Missing at random (MAR) 
(3) Mixed missing（MIXED, MCAR and MAR account for 50% respectively). 

5.2 Experimental Environment Configuration 
On the selected traffic flow data matrix, six interpolation methods are compared, respectively 

(1) The Nearest neighbor mean interpolation (TNAI) based on time correlation 
(2) Mean interpolation (TAI) based on time Correlation 
(3) Probability principal component Analysis (PPCA) 
(4) Low-rank matrix completion (LRMC) 
(5) Low-rank matrix Completion algorithm (CLRMC) based on data Correlation 
(6) STREAM, the integrated learning version 
Among them, the TNAI interpolation method uses the average value of the observation 

value closest to the position time of the missing value in the same detector to complete. TAI 
interpolation method uses the average value of the observation value closest to the missing 
value position time in different days of the same detector to estimate the missing value. TNAI 
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and TAI are the basic interpolation methods. It is worth noting that some recent studies show 
that PPCA and LRMC achieve better results in the interpolation of missing values of traffic 
data. The experimental hardware configuration in this paper is shown in Table 1. 

 
Table 1. Experimental configuration 

 
 

 

 

 

 

 
 

5.3 Correlation Analysis of Traffic Flow Data 
The correlation between samples is the basis of missing value interpolation. In order to deeply 
reflect the correlation between traffic flow samples, the Pearson correlation coefficient 
between traffic samples collected by different detectors on different working days is calculated. 
Pearson correlation coefficient between sample ix  and jx  is calculated by equation 1. The 
Pearson correlation coefficients between all samples are shown in Fig. 5. 
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Fig. 5. Pearson’s correlation matrix 

 
The histogram of Pearson correlation coefficient is shown in Fig. 6. 

Configuration Model 

CPU  Intel Core i7-7900X 3.30GHz 

Memory 32G DDR43000 

Hard disk SSD 1T 

Operating system Windows1064bit 

Interpolation 
algorithm software MATLAB R2016b 
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According to the test results of Fig. 5 and Fig. 6, the traffic flow data of different detectors 

and weekdays show strong positive correlation. This is mainly due to the regular travel 
behavior of commuters on weekdays, which also lays a solid foundation for the application of 
low rank matrix completion model in the field of traffic data. However, an important fact 
ignored by current research is that the Pearson correlation coefficient between traffic flow 
samples is actually distributed in a large range [0.4,1]. This shows that the correlation strength 
of traffic flow samples fluctuates greatly with different detectors and weekdays. 

In order to further illustrate the correlation between the samples, a traffic sample is 
randomly selected as the test sample, and the Pearson correlation coefficient is used as the 
evaluation standard to find the most similar and least similar samples with the test sample. The 
results are shown in Fig. 7 and Fig. 8. 

 

 
Fig. 7. Test sample of traffic flow 
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Fig. 8. Test sample comparison 

 
The Pearson correlation coefficients between the test sample and the most similar and the 

most dissimilar samples are 0.9683 and 0.5100, respectively. In Fig. 7, for the test sample, the 
trend of the most similar sample and the least similar sample is very different. The results show 
that the most similar samples can provide more reliable information when the missing values 
are recovered. On the contrary, if all samples are used without distinguishing their correlations, 
dissimilar samples may provide unreliable information, which can adversely affect 
interpolation performance. 

 

5.4 Parameter Adjustment of LRMC Integrated Learning Method Based on Data 
Correlation 
When the weighted Pearson correlation coefficient is used to describe the similarity between 
two samples, the weight determines the contribution of the first round interpolation value to 
the weighted Pearson correlation coefficient. The larger the value is, the greater the 
contribution of the first round interpolation value to the weighted Pearson correlation 
coefficient is. In order to determine the appropriate value, after preliminary debugging, the 
threshold value of the adaptive K-nearest neighbor search algorithm is fixed, so that the data 
missing rate is and the missing mode is MCAR. Then, the interpolation errors RMSE and 
MAE of the interpolation methods CLRMC and STREAM will change with the weight. The 
results are shown in Fig. 9. 
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Fig. 9. Fluctuation of interpolation error 

 
In Fig. 9, when the data missing rate is relatively low, the change of weight a  has no 

significant effect on the interpolation error. This is because when the missing values are very 
small, the weighted Pearson correlation coefficient is mainly based on the observed values. 
Moreover, in this case, the first round interpolation of the whole matrix with low rank matrix 
completion is more accurate. With the increase of the missing rate δ , the influence of the 
weight a  on the interpolation error becomes larger, and when a  exceeds a certain critical 
value, the larger the is, the worse the interpolation performance is. This is mainly because 
the number of observations is too small, which makes the interpolation result inaccurate. 
Moreover, if the weight a  is large, the interpolation value contributes too much to the 
weighted Pearson correlation coefficient, which will mislead the results of the adaptive K-
nearest neighbor search algorithm in step 3. Finally, according to the simulation results, the 
weight 1.0=a is selected. 

5.5 Example Verification Results 
(1) The interpolation performance of TNAI and TNI is much worse than other methods. This 
is because both methods rely entirely on time dependence. In addition, TNAI performs better 
than TNI in the complete miss mode, but in the other two miss modes, the performance of 
TNAI's missing value interpolation is not as good as TNI. 
(2) The interpolation performance of PPCA and LRMC is much better than that of TNAI and 
TNI, which shows the superiority of these two methods. In addition, PPCA had better results 
than LRMC in the case of relatively low miss rate. On the contrary, LRMC has better 
interpolation performance than PPCA when the miss rate is high. This may be because LRMC 
is based on the whole data, so LRMC can take advantage of more global information at a 
higher miss rate. 
(3) As expected, CLRMC is superior to PPCA and LRMCo in different miss rates and modes, 
which indicates that it is very important to distinguish samples according to their intrinsic 
correlation degree for the missing value interpolation based on the low-rank matrix completion 
model. 
(4) The proposed integrated learning method STREAM further reduces the interpolation error 
on the basis of the CLRMC interpolation method. This further suggests that multiple 

α
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interpolation results do convey useful information that should be integrated. This also proves 
the effectiveness of ensemble learning in matrix interpolation, which is less studied in missing 
value interpolation. 
(5) In all interpolation methods, the interpolation error in the case of random missing is larger 
than that in the other two missing modes, which indicates that the continuous missing of data 
tests the interpolation performance of the algorithm. 

6. Conclusion 
Based on the real-time traffic flow data, this paper describes in detail the theoretical basis and 
algorithm flow of the traffic discrimination algorithm proposed in this section. The main 
conclusions are as follows: 
(1) At the same time, depending on the real-time traffic flow data of expressway, the model is 
constructed. 
(2)  The validation experiment is set up to discuss the correctness of the algorithm model.  
In the experimental process, the interpolation performance of the deep learning algorithm 
studied in this paper is always better than that of the CLRMC algorithm, and the STREAM 
algorithm is regarded as a more effective interpolation method. The interpolation error of this 
algorithm is significantly lower than that of other methods, which fully verifies the 
effectiveness of the interpolation algorithm based on deep learning. 
In the next step, the network topology construction method and more reasonable node and path 
definition methods will be studied. The current road network topology is relatively elementary. 
There are fewer nodes and paths defined in the network topology, and the structural 
relationship is relatively simple. In the follow-up study, more new objects can be added to 
further optimize the network topology. 
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