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Abstract 
 

In wireless sensor and actuator networks (WSANs), the network lifetime is an important 
criterion to measure the performance of the WSAN system. Generally, the network lifetime is 
mainly affected by the energy of sensors. However, the energy of sensors is limited, and the 
batteries of sensors cannot be replaced and charged. So, it is crucial to make energy 
consumption efficient. WSAN introduces multiple actuators that can be regarded as multiple 
collectors to gather data from their respective surrounding sensors. But how to deploy 
actuators to reduce the energy consumption of sensors and increase the manageability of the 
network is an important challenge. This research optimizes actuators deployment by a 
proposed probabilistic mutation multi-layer particle swarm optimization algorithm to 
maximize the coverage of actuators to sensors and reduce the energy consumption of sensors. 
Simulation results show that this method is effective for improving the coverage rate and 
reducing the energy consumption. 
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1. Introduction 

Wireless sensor and actuator networks [1][2] consist of sensor nodes, actuator nodes, and 
sink nodes. Sensors with limited energy and short transmission range can collect and process 
data from the monitored region. Actuators with rich energy and longer transmission 
capabilities can collect and process data. Actuators can also interact with the monitoring 
environment. Additionally, sink node is used to aggregate data and monitor network systems. 
These nodes can connect and communicate with each other to monitor the environment and 
process events. WSANs have been widely applied into various fields such as intelligent 
agriculture, fire monitoring, and smart cities [3]-[6].  

Network lifetime is an important criterion for evaluating network system services. The 
network lifetime is mainly affected by the energy of sensors. The energy consumed by sensors 
is mainly used for data transmission with sink nodes [7][8]. The energy consumption of 
sensors is directly related with the distance between the current sensor and the sink node. 
Additionally, the energy of sensors is limited, and the batteries of sensors cannot be replaced 
and charged. To increase the energy efficiency of sensors and extend the network lifetime, 
some researchers have proposed some technologies such as linear programming and sensor 
clustering routing protocol to extend the network lifetime [9][10]. However, when the 
monitored region becomes wide and the number of sensors is large, it becomes more difficult 
to prolong the network lifetime and increase the communication congestion.  Therefore, it is 
crucial to save the energy of sensors to prolong the lifetime of the network in a larger 
monitored region. 

WSAN introduces multiple actuators that can be regarded as multiple collectors to collect data 
from their respective surrounding sensors.  However, the number of sensors is relatively large, 
and the number of actuators is limited in a WSAN system [11]. Therefore, it is necessary to 
research how to deploy a limited number of actuators according to the distribution of sensors 
to prolong the lifetime of the network. 

To solve the problem of actuator deployment, thereby prolonging the network lifetime, this 
research optimizes actuator deployment using a probabilistic mutation multi-layer particle 
swarm optimization (PMMLPSO) algorithm. During the optimization process of actuator 
deployment, the coverage rate as well as the energy consumption of sensors are taken as 
optimization objectives. In this case, sensors can send data to the corresponding actuator and 
reduce the energy consumption. In addition, the PMMLPSO distributes the population into 
multiple layers and the particles mutate based on probability, which ensures the particles of 
lower layer learn better or different experiences from the subpopulations at the higher. This 
can increase the diversity of the searching and prevents falling into the local optima, thereby 
improving the performance of optimizing actuators deployment. 

This work is structured as follows. Section 2 describes the problem and defines the WSAN 
system model. The optimization of actuator deployment with PMMLPSO is introduced in 
Section 3. The simulations are represented in Section 4. The conclusion of this paper is 
summarized in Section 5. 
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2. Related Works 

To increase the energy efficiency of sensors and extend the network lifetime, some studies 
have given relevant solutions. One of the studies regarded the problem of maximizing network 
lifetime as a linear programming problem [9][12][13]. The work in [12] pointed out that the 
energy consumption per unit of information transmission depends on the selection of the 
next-hop node, i.e., the selection of routing. Then they regarded the routing problem as a linear 
programming problem, which aims to maximize the network lifetime. Madan et al. adopted 
the subgradient algorithms to calculate the optimal routing scheme based on a distributed way, 
which can delay the time when the first sensor node runs out of its energy, thus prolonging the 
lifetime of the network [9]. To maximize network lifetime, the study in [13] considered the 
optimal scheduling of communication between the network and the base station as a linear 
programming problem, which makes the maximum life obtained by any combination of the 
chains shown as the upper limit. 

Beyond that, some works adopted sensor clustering method to extend the network lifetime 
[10], [14-19]. Clustering of nodes is the most common technology for energy aware routing in 
WSN, and the most popular clustering protocol in WSN is low energy adaptive clustering 
hierarchy (LEACH) based on adaptive clustering technology, which is widely used in various 
fields [14]. To prolong the network lifetime and improve the network quality of service (QoS), 
the authors in [10] optimized the QoS parameters based on energy efficient inter cluster 
coordination protocol at the network layer level. The study in [15] improved the selection of 
cluster head based on clustering routing protocol, and avoided the sensors with low residual 
energy becoming cluster head, which can balance the energy consumption between sensors 
and prolong the network lifetime. The authors in [16] adopted fuzzy logic to realized cluster 
head selection and cluster formation. To reduce the chain-based energy consumption of cluster 
head selection and data routing based, the work in [17] proposed the multiple hop routing 
strategies (the shortest grid routing, partition super grid direct routing, and the shortest super 
grid routing) to prolong the network lifetime. The study in [18] proposed a distance and energy 
constrained k-means clustering scheme (DEKCS) to prolong the network lifetime. The cluster 
head was selected according to the position of the sensor in the cluster and the residual energy. 
The authors in [19] proposed a fuzzy-based two-level hierarchical routing protocol to enhance 
the lifetime of the network. For the protocol, the selection of cluster head and super cluster 
head was based on identifying the identification of appropriate parameters. 

However, when the monitored region becomes wide and the number of sensors is large, it 
becomes more difficult to prolong the network lifetime and increase the communication 
congestion. WSAN introduces actuators, which can be regarded as multiple collectors 
gathering data from sensors in their respective regions instead of all cluster heads in WSN 
sending data to only one sink node. Nevertheless, how to deploy actuators according to the 
distribution of sensors need further research. 

To find the optimal actuators deployment strategy based on the distribution of sensors and 
extend the network lifetime, the actuators deployment is optimized by the probabilistic 
mutation multi-layer particle swarm optimization (PMMLPSO) algorithm proposed in this 
paper. The coverage rate and energy consumption are regarded as optimization objectives in 
the process of actuators optimization. Furthermore, to avoid falling into the local optimum and 
increase the diversity of search ability, the proposed PMMLPSO method distributes the 
population in multiple layers, and the particles mutate based on probability, which ensures that 
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the lower layer particles can learn better or different experiences from the subpopulations at 
the higher, thereby improving the performance of optimizing actuators deployment. 

3. Problem Description and System Modeling 
We assume s sensors and n actuators in the monitoring region R. All sensors are randomly 
scattered in R. Also, all sensors are homogeneous, i.e., all the sensors have same 
communication distance and sensor distance. Actuators can discover each other and 
collaborate with other actuators in the monitoring region through wireless communication, 
and they can also gather data from sensors within their respective coverage area.  

 

3.1 Energy Consumption Model 
Sensors consume a lot of energy to transmit data to actuators, the energy consumption of 
sending data adopts the energy dissipation model [20][21]. 

Sensors consume most of the energy E in data transmission. E is affected by both the distance 
dsa between the sensor and the corresponding actuator and the data length L. As shown in 
equation (1). 
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where Ei is the energy consumption of the i-th sensor, Ee is the dissipated energy in the 
electronic circuit of the radio model, Ef and Em represent the free space and multipath 
dissipated energy in the amplifier of the radio model, respectively. d0 is a constant and it can be 
calculated by equation (2). 
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It can be observed from equation (1) that the energy consumption of the sensor to send data 
with L length is only related to the distance dsa, i.e., the distance between the current sensor and 
the corresponding actuator. When dsa is smaller than the distance threshold d0, the consumed 
energy increases with the square of dsa. In contrast, dsa is bigger than or equal to d0, the 
consumed energy increases rapidly with dsa. So, to reduce the energy consumption, the 
distance dsa must be minimized. dsa is given by equation (3). 
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where (xs, ys) is the location of the sensor, (xa, ya) is the location of the actuator. 
 
All the consumed energy E is shown in equation (4),  
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The energy consumption rate Er is shown in equation (5). 
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where 0

iE  means the initial energy of the i-th sensor. 

3.2 Coverage Model 
For the coverage rate of actuators to sensors, the detection probability model [22] is adopted to 
estimate whether a sensor is covered by actuators. Coverage problem refers to covering 
sensors with the communication region of actuators. Specifically, the actuator and the sensor 
have their corresponding communication range, if sensors and one actuator can communicate 
effectively, this represents that the sensors are within the coverage of the communication area 
of the actuator. The communication radius of actuators is ra. The coverage probability model is 
used to estimate whether a sensor sj is covered by an actuator ai. The probability P(ai, sj ) that sj 
is covered by ai is based on the distance between ai and sj , which can be expressed by equation 
(6). 
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where  
ji sad , is the distance between the i-th actuator ai and the j-th sensor sj , re is the coverage 

error range and re < ra. 1α  , 2α , 1β , and 2β are parameters of coverage probability. In 
addition, 1λ = re - ra + 

ji sad , and 2λ  = re + ra - 
ji sad , . 

 The coverage probability '
jsP  that a sensor sj can be covered is calculated by equation (7). 
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The total of coverage rate is calculated by equation (8),  
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Actuators collect data from sensors within their respective communication ranges, and then 
send the collected data to sink. The communication between sensors and the corresponding 
actuator adopts TDMA schedule [23]. First, each actuator makes a TDMA schedule and sends 
its TDMA schedule to their sensor members. Then, each sensor sends data to the actuator 
according to the TDMA schedule. Finally, actuators send the data gathered from their sensor 
members to sink node. In addition, if one sensor is covered by more actuators, the sensor sends 
data to the actuator closest to it. 
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4. Optimizing Actuator Deployment with Probabilistic Mutation 
Multi-layer Particle Swarm Optimization 

4.1 Standard Particles Swarm Optimization 
The optimization method of PSO originated from the behavior of birds flocking, it can build a 
dynamic model for the problem to be optimized. The inertia weight w was introduced into the 
original PSO algorithm, which can be regarded as standard PSO (SPSO) [24]. Each particle 
includes two variables: position and velocity. One particle means a potential solution for an 
optimization problem. All particles flying in a D-dimensional search space during 
optimization, the flying distance and direction are based on the best solution Pbest  found by 
itself and the optimal solution found by the population Gbest . The update of position xi and 
velocity vi can be calculated as equation (9) and equation (10), respectively. 

)()( 21 iiii xPbestrcxGbestrcwvv −+−+=                                       (9) 

iii vxx +=                                                                    (10) 
where r is randomly generated within [0,1]. c1 and c2 are the acceleration coefficients. 

PSO is widely applied to find the optimal or near-optimal solution to the problem. However, 
for the high dimensional and more complex problems, traditional PSO is easy to converge to 
local optimum. 

4.2 PMMLPSO: Probabilistic Mutation Multi-layer Particle Swarm Optimization 

 
Fig. 1.  An example of a three-layer structure and particle mutation of the proposed PMMLPSO. 
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To effectively optimize the deployment of actuators, a PMMLPSO based on a multi-layer 
structure [25] and probabilistic mutation is proposed to increase the diversity of the searching. 
The proposed PMMLPSO method is depicted in Fig. 1. The two layers architecture of 
traditional PSO is increased to the multi-layer architecture. The particles in the higher layer are 
composed of particles in the lower layer, and particles in the layers higher than the first layer 
can also be called subpopulations. The particles of lower layer learn better or different 
experiences from the subpopulations at the higher. In addition, particles mutate based on 
probability. For instance, increasing or decreasing the value of different dimensions of 
particles based on probability, transforming the value of one dimension of the current particle 
based on another particle, and transforming the value of several continuous dimensions of the 
current particle based on another particle.  

The multi-layer strategy and particle mutation scheme can help increase the diversity of 
searching for optimal solutions and prevent falling into local optima, so as to improve the 
performance of PSO to optimize actuator deployment. For the proposed PMMLPSO method, 
the velocity of the particle is updated according to the optimal particle of all layers containing 
the current particle, and the velocity update formula of the i-th dimension of the particle as 
shown in equation (11). 

∑
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where m means the number of layers of the particle swarm, c is the acceleration constant. 

4.3 Optimizing the Actuators Deployment with PMMLPSO 
We assume that there are n actuators in the WSAN system, then 2n parameters are optimized, 
and two adjacent parameters correspond to the location of one actuator. A particle can be 
encoded by ( nn yxyxyx ,...,,, ,22,11 ), where ( jj yx , ) is the position of the j-th actuator, as 
shown in Fig. 2.   

 

Fig. 2.  Composition of particles 

 In addition, the goal of this work is to optimize the actuators deployment, taking into account 
both the energy consumption and the coverage rate. The fitness function of the optimization 
process for the actuator deployment can be expressed as shown in equation (12). 
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where 1ε  and 2ε  are the weights in the optimization process of coverage rate and energy 

consumption, and  1ε + 2ε  = 1. 

From equation (12) we can observe that the fitness value of each particle is expected to be as 
large as possible. The optimization process of the proposed PMMLPSO method for actuator 
deployment can be summarized as follows:  

(1) Define the number of particles, layers, iterations, and some other parameters of the 
PMMLPSO method.  

(2) Initialize the dimension of each particle as well as initialize the velocity and position 
of each particle. The dimension of particles is twice the number of actuators, and each 
particle corresponds to a different deployment position of the actuators, i.e., each 
particle represents a different actuator deployment solution. 

(3) All particles update their respective velocity and position in each iteration until the 
termination condition is met. In each iteration, the particles of lower layer learn better 
or different experiences from the subpopulations at the higher. Also, each particle 
mutates based on probability. This can help increase the diversity of the searching and 
prevents falling into the local optima. 

(4) Finally, the solution represented by the particle with the highest fitness value is 
regarded as the final actuator deployment solution.  

According to this solution, the actuators are deployed among the sensor, as shown in Fig. 3. It 
can be observed that the deployment of actuators takes into account the distribution of sensors, 
i.e., actuators are only deployed in subregions where sensors are distributed, and there are no 
actuators in non-sensors subregions, which effectively saves resources. 

 

Fig. 3. Actuators deployment based on sensors distribution 
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The above process of using PMMLPSO to optimize actuators deployment can be described as 
Algorithm 1. 

 

5. Simulations and Results 
To corroborate the performance of PMMLPSO method for the deployment of actuators in 
WSAN, the simulation is done using MATLAB. PMMLPSO method is compared with the 
standard PSO (SPSO) [24] and some variants of SPSO such as dynamic multi-swarm particle 
swarm optimizer (DMS-PSO) [26], multi-layer particle swarm optimization (MLPSO) [25], 
nonlinear fitness-based inertia weight PSO (NFIWPSO) [27], and the PSO method with 
adjusted inertial weight (AIWPSO) [28].  

For SPSO, the inertia weight was introduced into the original PSO algorithm, this can adjust 
the impact of the previous generation particle velocity on the current particle velocity. 
DMS-PSO improved the performance of the original PSO by dynamically combining particles 
into several groups in the iterative process. MLPSO adjusted the two-layer structure of the 
original PSO into multiple layers to add the diversity of the population. NFIWPSO 
dynamically updated inertia weights based on nonlinear fitness values and AIWPSO adjusted 
the inertia weight according to the number of iterations. 

The parameter settings in the simulations are as below: 300 sensors are randomly scattered in a 
two-dimensional monitoring region of 400 meters × 400 meters. For all methods, the number 
of iterations is 1000, the number of particles is 64, the value of parameters of the compared 
related methods are set to their recommended values, and the number of actuators is set to 20. 
The average of 30 simulation results is taken as the final result of each method to reduce the 
statistical error. 

In this section, four sets of simulations have been carried out to assess the significance of the 
proposed PMMLPSO method, and to compare the PMMLPSO method with related algorithms. 
In the first set of simulations, the coverage rate is compared in the process of actuator 
deployment optimization. Then, the energy cost rate is compared. After that, the fitness value 
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is compared during actuators deployment optimization. Finally, the comparison of 
optimization results on coverage rate and energy consumption rate are given. 

5.1 Comparison of Coverage Rate During Actuator Deployment Optimization 
Coverage refers to the coverage of actuators to sensors, and the coverage rate refers to the ratio 
of the number of sensors covered by the actuator to the number of all sensors.  In the WSAN, 
the number of sensors is large while the number of actuators is limited. It is meaningful to 
optimize the actuators deployment according to the distribution of sensors. This allows the 
sensor to send data to the actuator closer to it, and the actuator aggregates the data collected 
from the sensors within its coverage. Finally, the actuator transmits the data to sink node. This 
can effectively avoid the energy hole problem and extend the network lifetime. Thus, the 
coverage rate simulation of PMMLPSO method and other related methods is conducted.  

Fig. 4 shows the coverage rate convergence curve during the optimization of actuator 
deployment. It can be noticed that SPSO, AIWPSO, and NFIWPSO get lower coverage rate. 
Because these methods tend to converge to the local optimum. In the process of searching for 
the optimal or near optimal solution of actuator deployment, the DMSPSO method is difficult 
to converge due to the randomness of searching. MLPSO method can converge to the better 
value of coverage rate earlier. However, the proposed PMMLPSO method in this work obtains 
the highest coverage rate. Since the PMMLPSO method adopts a multi-layer architecture and 
a probability-based mutation strategy, the particles can learn experience from different layers 
and increase the diversity of the population. This effectively improves the search ability of 
particles for the optimal or near optimal solution. Therefore, the above simulation proves the 
effectiveness of the proposed PMMLPSO method to optimize actuator deployment. 

 

Fig. 4.  Comparison of coverage rate during actuators deployment optimization. 

5.2 Comparison of Energy Cost Rate During Actuator Deployment Optimization 
The lifetime of network is affected by the energy of sensors. Most of energy consumed by 
sensors is in data transmission. Furthermore, the energy consumption of sensors to transmit 
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certain data is proportional to the transmission distance. Multiple actuators are deployed in the 
sensors, and the sensors can send data to the closer actuator instead of sending it to sink node 
by one hop or multiple hops. This effectively reduces the energy consumption of the sensor. 
The energy consumption rate can well reflect whether actuators are deployed properly. So, the 
simulation of the energy consumption rate is conducted. 

 

Fig. 5.  Comparison of energy cost rate during actuators deployment optimization. 

Fig. 5 shows the comparison of energy cost rate during the actuators deployment optimization. 
It can be observed that the SPSO, AIWPSO, and NFIWPSO have the highest energy 
consumption rate. Because these methods prematurely converge into the local optimum. On 
the contrary, MLPSO, DMSPSO, and PMMLPSO correspond to the lower energy 
consumption. Due to the randomness of DMSPSO, it is difficult to converge and achieve a 
lower energy consumption rate after reaching the same iteration times as MLPSO and 
PMMLPSO methods. Furthermore, the PMMLPSO proposed in this work has the lowest 
energy consumption rate, because the multi-layer structure and the probability-based variation 
scheme increase the optimization performance of PMMLPSO. Therefore, the proposed 
PMMLPSO shows superior performance in optimizing actuator deployment. 

5.3 Comparison of Fitness Value During Actuator Deployment Optimization 
The fitness value guides the optimization direction of the optimization algorithms for the 
actuator deployment, and it also reflects the quality of the current solutions. In this section, the 
simulation of the convergence curve of fitness in the process of actuator deployment 
optimization is organized. 

Fig. 6 shows the convergence results obtained by PMMLPSO and other methods for 
optimizing the deployment of actuators. The proposed PMMLPSO method has the highest 
fitness value, this indicates that the PMMLPSO method obtains the highest coverage rate and 
the lowest energy consumption rate for the actuator optimization of WSAN. Since particles of 
PMMLPSO learning experience from multi-layer, which can help increase the diversity of 
searching for optimal solutions. In addition, the probabilistic mutation scheme can help 
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prevent falling into local optima. However, particles of some methods only learn experience of 
two layers, i.e., the best experience of the current particle and the best experience of the entire 
swarm. For instance, SPSO, NFIWPSO, and AIWPSO, they are easy to converge to local 
optimum. In addition, strong randomness difficult to help DMSPSO search for good solutions, 
this slows its convergence speed. Overall, the proposed PMMLPSO outperforms its 
competitors and shows higher performance in optimizing the deployment of actuators.  

 

Fig. 6.  Comparison of fitness during actuator deployment optimization. 

5.4 Comparison of Optimization Results on Coverage Rate and Energy 
Consumption Rate 
After optimizing the deployment of actuators, a final optimal solution or near optimal solution 
is acquired. Actuators are deployed based on this solution, and the coverage rate and energy 
consumption rates obtained by PMMLPSO method and other related methods are compared in 
this section. 

Table 1 describes the coverage rate and energy consumption rate obtained by SPSO, 
DMSPSO, MLPSO, AIWPSO, NFIWPSO, and PMMLPSO when optimizing actuator 
deployment. It can be seen that the original SPSO gets the lowest coverage rate and the highest 
energy consumption rate. This is because it easily converges to the local optima. All variants 
of SPSO have improved the performance of the original SPSO. However, AIWPSO and 
NFIWPSO are similar to SPSO in that they both have low coverage and high energy 
consumption, because particles learn best experience found by itself and the optimal 
experience found by the population based on two-layer architecture, which leads to 
convergence to local optimal. Among all the methods, the PMMLPSO proposed in this work 
gets the highest coverage rate and the lowest energy consumption rate. Since particles can 
learn experience from multiple layers and particles can mutate based on probability, this 
increases the diversity of searching and prevents particles from falling into local optima. 
Therefore, the proposed PMMLPSO method can effectively optimize the actuator 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 15, NO. 8, August 2021                              2971 

 

deployment. 

However, when the problem to be optimized is high-dimensional and complex, that is, when 
the deployment of a large number of actuators is optimized, the proposed PMMLPSO method 
faces similar limitations with other PSO based methods, i.e., it is easy to converge into the 
local optimum. 

Table 1. The final comparison results on coverage rate and energy consumption rate 

Methods Coverage Rate Energy Consumption Rate 

SPSO 79.42% 2.48% 

DMSPSO 96.10% 2.03% 

MLPSO 96.76% 2.02% 

AIWPSO 80.84% 2.48% 

NFIWPSO 80.08% 2.46% 

PMMLPSO 97.99% 1.98% 

6. Conclusions 
In this work, the optimization strategy of actuator deployment is studied to expand the 
coverage of the actuators to sensors and reduce the energy consumption rate of sensors. To 
effectively optimize actuator deployment, a novel PMMLPSO is proposed. During the 
optimization process of actuators deployment, both the coverage rate and the energy 
consumption rate are considered. Simulations and results reveal that the PMMLPSO performs 
well in optimizing actuators deployment for WSAN, which effectively increases the coverage 
rate and decreases the energy consumption. 
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