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Abstract 
 

Wireless sensor networks are composed of a large number of inexpensive and tiny sensors 
used in different areas including military, industry, agriculture, space, and environment. Fault 
tolerance, which is considered a challenging task in these networks, is defined as the ability of 
the system to offer an appropriate level of functionality in the event of failures. The present 
study proposed an intelligent throughput descent and distributed energy-efficient mechanism 
in order to improve fault tolerance of the system against soft and permanent faults. This 
mechanism includes determining the intelligent neighborhood radius threshold, the intelligent 
neighborhood nodes number threshold, customizing the base paper algorithm for distributed 
systems, redefining the base paper scenarios for failure detection procedure to predict network 
behavior when running into soft and permanent faults, and some cases have been described for 
handling failure exception procedures. The experimental results from simulation indicate that 
the proposed mechanism was able to improve network throughput, fault detection accuracy, 
reliability, and network lifetime with respect to the base paper. 
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1. Introduction 

Wireless sensor networks (WSNs) are essentially prone to faults, in which case their 
reliability is highly affected [1], [2]. Faults are mainly defined as a change or improper, 
unexpected behavior of a sensor and may not necessarily lead to physical failure or 
malfunction [3], [4]. Fault detection in WSNs is based on centralized and distributed methods. 
In the former case, the faults are reported to a single point, i.e. the base station or the nodes 
close to which, causing the base station to experience a large overhead, energy consumption, 
and shorter lifetime [5], [6]. In the distributed methods, the decisions are made locally and, 
therefore, the overhead is decreased since fewer numbers of messages is transmitted to the 
central node [7]. According to Oh et al. [5], fault types are classified as 1) node fault, 2) 
network fault, and 3) sink fault. Moreover, Karimi et al. [8] classifies faults in four categories, 
namely hardware layer, software layer, network communication layer, and application layer. 
Classification of fault tolerance techniques is based on different criteria, one of which is when 
the fault tolerance procedure is launched (before or after occurrence of the fault) [9], [10]. 
Based on this classification, techniques are divided into two categories, namely preventive and 
curative. Preventive techniques attempt to prevent occurrence of faults through improving the 
use of current resources or implementing different alternatives which provide similar services. 
Preventive techniques can be applied in the node level and network level. In the former case, 
the aim is to extend node lifetime, while the latter deals with the network lifetime. In case the 
network fails to deliver its assigned task, curative techniques intervene to recover from the 
fault in order to resume transmission or sensing. To this end, the faulty component is replaced 
through activating sleep nodes or displacing the nodes [11], [12]. According to Rajeswari et al. 
[19] a cluster-based fault tolerance technique using genetic algorithm is proposed. The 
network which presented in this paper, is clustered according to energy-efficient 
distance-based clustering algorithm. For each cluster head, a set of backup nodes are selected 
using genetic algorithm based on the sponsored coverage and residual energy parameters. This 
helps in detecting the faults occurring in cluster members and cluster heads. By simulation 
results, it has been shown that the proposed technique minimises the energy and packet loss 
with reduced delay. In the another study presented by Vieira et al. [20] presents a new 
approach to centralized fault management system for 6LoWPAN WSN. The system is based 
on two fault detection levels. A first level is performed locally, by all sensors within the 
network, using statistical methods. The second level is performed by the base station, through 
an ensemble of Multilayer Perceptron type Artificial Neural Networks (ANN) classifiers. One 
of them is continuously trained with streaming data, while the other one is used to take actual 
decisions about fault detection. In another study, the SVM classification method is used for 
detecting failure based on statistical learning theory. This method has an important adaptation 
capacity for the nonlinear classification cases as fault detection, by using the kernel functions 
[21]. According to Abdul-Salaam et al. [22] an energy efficient packet reporting (EPR) 
scheme proposed to report event packets in an energy-efficient manner. In fact, the application 
of this method can be used in supporting mobile node navigation in position free hybrid 
wireless sensor networks (HWSN). This approach, aimed EPR to increase its lifetime due to 
the fact that sensor energy optimized just for sensing and reporting event packets to mobile 
nodes. Based on efficient fault detection and routing (EFDR) scheme is proposed by Bonerjee 
et al. [23] three linear cellular automata (CA) are used to manage transmitter circuit/battery 
condition/microcontroller fault, receiver circuit fault and sensor circuit fault representation. 
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\On the other hand, L-system rules based data routing scheme is proposed to determine 
optimal routing path between cluster head and base station. In another case, Wei et al. [24] 
present an  improved Virtual  Force  Algorithm (VFA)  for  node  deployment  in  the  complex 
environment. Deploying  sensors  into  a  target  region  is  a  key  issue  to  be  solved  in  
building  a  wireless sensor network.  Moreover, it uses  the  Google  satellite  maps  to  extract 
practical information such as the land cover and elevation. Then, based on these practical 
information, it evaluates the proposed algorithm. In accordance with the experimental results, 
the algorithm could provide 15% higher coverage compared to the traditional VFA. 

The present study aimed to present a new mechanism in order to improve the proposed 
algorithm presented by Sharma et al. [7] in terms of detection of soft and permanent faults.  

The remaining sections are organized as follows: Literature review is presented in Section 2. 
The proposed mechanism is discussed in Section 3. The results of simulations are reported in 
Section 4 and, ultimately, the paper is concluded in Section 5. 

2. Related Work 

Based on the k-means clustering method, the K-CFD algorithm was proposed by Yang et al. [6] 
for fault detection. In this algorithm, the ant colony optimization algorithm was employed to 
improve the quality of the results obtained from the clustering mechanism. Based on the 
clustering results, each “good” node propagates the measurements of its neighboring nodes 
across the network in order to store energy. All the updated data are the locally accumulated 
based on the ACO algorithm and are again clustered into the located good and located fault 
clusters. Nitesh et al. [13] proposed an energy-efficient fault-tolerant algorithm known as 
EEFCA. The proposed distributed algorithm is based on multiple parameters such as re-
maining energy and distance. The algorithm also guarantees repairing local orphan nodes 
caused by faults. The main advantage of this algorithm over others lies in its ability to extend 
the network lifetime, specifically the lifetime of the cluster heads. The NHCRF algorithm 
proposed by Tang et al. [14] comprises two stages, namely the modeling and monitoring 
stages. An objective of the modeling stage is to train the NHCRF algorithm using the history 
data of the nodes. This trained model is then used in the monitoring stage to estimate the 
probability of unlabeled nodes for being healthy or faulty. Two objectives were considered by 
Vigneshwari et al. [15] for enhancement of fault-tolerance in WSNs which are based on the 
hierarchical mechanism. To this end, the number of cluster heads and the communications 
between the nodes and the cluster head are suggested to be minimized and maximized, re-
spectively. This method attempts to use the general multi-channel technique to increase 
fault-tolerance. The evaluation function uses the genetic algorithm to achieve these two ob-
jectives. Azharuddin et al. [16] used a PSO-based routing algorithm to maximize network 
lifetime through minimizing the consumed energy. This algorithm mainly focuses on the 
nodes close to the base station. Note that fault-tolerance was addressed by taking into account 
the routing direction and detection of permanent faults in the cluster heads. According to 
Venkataraman et al. [17], faulty nodes result in voids in the network topology, which in turn 
can cause connection failure and loss of critical data. Therefore, the cluster-based ener-
gy-efficient technique was presented to detect faults and recover the structure of the clusters. 
In summary, the cluster heads, which have more resources compared to other nodes, are re-
sponsible for faults in this algorithm when clustering techniques are used for detection of 
distributed faults. Moreover, special attention is given to detection and repair of faults in the 
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cluster heads, since their failure leads to limited access to the nodes under their supervision. In 
order to detect permanent faults, Sharma et al. [7] presented a mechanism based on four 
scenarios in an attempt to improve the network throughput by focusing on the energy con-
sumption required for fault detection. In this mechanism, each node can assume three states, 
namely “good”, “faulty”, and “suspicious”. Each node initially checks its status and, in case of 
a suspicious state, sends a message to the nodes within its predefined neighborhood radius. 
The neighboring nodes then report their status back to the requesting node, allowing it to 
reconsider its status. The defined scenarios are as follows: 

1. When only one node is faulty within a circular region D. 
2. When more than one node is faulty within a circular region D but faulty nodes are less 

in number as compare to non-faulty nodes. 
3. When many nodes observed a sudden change in their readings within a circular region 

D because of actual occurrence of event. 
4. When maximum nodes are faulty in the vicinity of a non-faulty node. 

These different scenarios are demonstrated in Figs. 1-4. 

  
Fig. 1. Single node is faulty [7] Fig. 2. Multiple nodes are faulty [7] 

  
Fig. 3. Actual event is occurred and multiple 

nodes find themselves suspicious [7] 
Fig. 4. Maximum nodes are faulty in the 

neighbor of a non-faulty node [7] 

3. Proposed Mechanism 
The proposed mechanism presented by Sharma et al. [7] was studied in the previous section 
and the following challenges were identified: 

1. The neighborhood radius is not intelligently determined, meaning that network de-
signer calculates this radius experimentally or through trial and error based on the 
configuration of nodes in the network. In general, this procedure is not of sufficient 
accuracy. 

2. Detection accuracy of soft faults is decreased, since outlier nodes, i.e. nodes which 
have insufficient number of nodes in their neighborhood radius, are not taken into 
consideration. 

3. The distribution structure is not investigated in the communication between nodes, 
hence interfering with the process of detection of soft and permanent faults. 
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3.1 Definitions 

• Network lifetime: The number of alive nodes as a function of time is used to measure 
the network lifetime. 

• Soft fault: Soft faulted units can communicate with its neighbors but with unexpected 
behaviors and always give unwanted response [10]. In this study, this refers to reading 
faults both in a partial or global scope. 

• Partial fault: Faults in a limited number of sensor nodes. In this study, local faults 
found within the neighborhood radius of a suspicious node. 

• Global fault: Faults in a large number of sensor nodes. In this study, local faults found 
within the neighborhood radius of a suspicious node. 

• Permanent fault: Once it appears in network it remains until it removed and repaired 
by some external administrator. Permanent faults are simpler to deal [10]. 

• Alive node: A node with an energy level above zero. 
• Dead node: A node which is not alive or has undergone permanent fault. 
• Good node: An alive node capable of producing and transmitting correct (reliably) 

data. 
• Suspicious node: An alive node with a pending status until its state is identified as 

either “good” or “faulty”. 
• Faulty node: An alive node producing incorrect (unreliably) data. 
• MsgB: A message generated by a suspicious node and sent to the CH requesting the 

neighboring nodes to calculate the difference in readings [7]. 
• MsgC: A message generated by the CH of the cluster containing the suspicious node 

[7]. 
• MsgR: Those nodes receiving the message MsgB reply with an MsgR message [7]. 
• MsgVM: A message broadcasted across the network by the sink from received mes-

sage from a cluster head, which containing the reading of a good node. 

3.2 Assumptions 

The sensors in the Region Of  Interest (ROI) the sensors in the environment are denoted by  𝑆𝑆𝑖𝑖, 
where 𝑖𝑖 = (1.2 … . 𝑛𝑛) is the ID of each node and n is the total number of nodes in the network. 
The sensors in the environment are denoted by  𝑆𝑆𝑖𝑖, where 𝑖𝑖 = (1.2 … . 𝑛𝑛) is the id of each node 
and n is the total number of nodes in the network. The membership of a sensor 𝑆𝑆𝑖𝑖 in a cluster 
𝐶𝐶𝑘𝑘 is represented by 𝐶𝐶𝑘𝑘𝑆𝑆𝑖𝑖. Moreover, 𝑘𝑘 = (1.2 … . 𝑚𝑚), where m is the total number of clusters. 
Each cluster 𝐶𝐶𝑘𝑘 includes a cluster head 𝐶𝐶𝐻𝐻𝑘𝑘, where the CH is responsible for gathering data 
from the cluster members and aggregating, compressing, and transmitting them to the sink. 
The only communication channel to the outside of a cluster for a sensor 𝑆𝑆𝑖𝑖 is the CH of the 
respective cluster, to which the sensor 𝑆𝑆𝑖𝑖 belongs (𝐶𝐶𝑘𝑘𝑆𝑆𝑖𝑖). The CHs can communicate through 
the sink. All nodes are equipped with GPS and are aware of their location. Moreover, due to 
the distributed nature of the network, the CH is in possession of the spatial information of its 
members for utilization in case necessary. Each alive node 𝑆𝑆𝑖𝑖 is normally either a CH or a 
cluster member. Each 𝑆𝑆𝑖𝑖 node is either alive or dead due to energy depletion. Each alive node 
𝑆𝑆𝑖𝑖 can assume one of the “good”, “suspicious”, and “faulty” states. In the first iteration of the 
algorithm, the sink is responsible for calculation of two thresholds, i.e. the neighborhood 
radius (𝑅𝑅𝑡𝑡ℎ𝑟𝑟) and the number of neighboring nodes (𝑁𝑁𝑡𝑡ℎ𝑟𝑟), according to the presented algo-
rithm in Section 3.4. The follow procedure (defined by Sharma et al. [7] and handles all the 
scenarios that illustrated in Figs. 1-4) redefined in steps 3 and 4, also in this paper steps 5-9 is 
called Failure Detection Procedure (FDP). 
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1. Initially, all nodes set their status variable with "𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺". 
2. Every node calculates the variation 𝜎𝜎𝑘𝑘

2 of past 𝑘𝑘 readings and whenever the difference 
of readings of sensor 𝑠𝑠𝑖𝑖; at time 𝑡𝑡 and 𝑡𝑡 − 1 is greater than the variation, then it set its 
status with "𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝐺𝐺𝑆𝑆𝑆𝑆" and select a random time value in Timer variable form 
𝑊𝑊𝑡𝑡. 

3. When node 𝑠𝑠𝑖𝑖 expires the timer then it send message 𝑀𝑀𝑠𝑠𝑀𝑀𝑀𝑀(𝑡𝑡, 𝐶𝐶𝐺𝐺𝐺𝐺𝑖𝑖, 𝑋𝑋𝑖𝑖
𝑡𝑡) to associ-

ated cluster head. 
4. All sensor nodes 𝑠𝑠𝑗𝑗 receive the MsgB from a cluster head (As shown in Fig. 5) and 𝑑𝑑𝑖𝑖𝑗𝑗 

(Euclidian distance between 𝑠𝑠𝑖𝑖 and 𝑠𝑠𝑗𝑗) is less than 𝑅𝑅𝑡𝑡ℎ𝑟𝑟, finds the difference    between 
their reading with 𝑠𝑠𝑖𝑖 as Δ𝑋𝑋𝑖𝑖𝑗𝑗

𝑡𝑡  and reply by a message 𝑀𝑀𝑠𝑠𝑀𝑀𝑅𝑅(𝑡𝑡, 𝐶𝐶𝐺𝐺𝐺𝐺𝑖𝑖, 𝛥𝛥𝑋𝑋𝑖𝑖𝑗𝑗
𝑡𝑡 , 𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑠𝑠𝑗𝑗) 

to their cluster head. Associated cluster head collect messages MsgR from neighbors 
and reply to 𝑠𝑠𝑖𝑖. 

5. Every node 𝑠𝑠𝑖𝑖maintains an array 𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑛𝑛𝐼𝐼] of size 𝑛𝑛𝐼𝐼where 𝑛𝑛𝐼𝐼 is the number of 
sensors within distance 𝐺𝐺  from node 𝑠𝑠𝑖𝑖 . Initially the array is initialized by sets 
𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑛𝑛𝐼𝐼] with default value -1. 

6. After receiving the reply of 𝑠𝑠𝑗𝑗 the sensor node 𝑠𝑠𝑖𝑖 update array 𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠 with 0, 1, 2 or 
3. 

7. Set the status of 𝑠𝑠𝑖𝑖 with "𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺" 𝑜𝑜𝑜𝑜 "𝐹𝐹𝐹𝐹𝑆𝑆𝐹𝐹𝐹𝐹𝐹𝐹" and in some cases wait for reply from 
some suspicious node and update 𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠 array and restart current step. 

8. After 2𝐹𝐹𝑤𝑤𝑤𝑤𝑖𝑖𝑡𝑡 if it receive the reply from 𝑛𝑛2 number of sensor node and if maximum of 
replies have the difference of readings less than 𝑋𝑋𝑡𝑡ℎwith 𝑠𝑠𝑖𝑖 then 𝑠𝑠𝑖𝑖 sets its status with 
"𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺" otherwise sets its status with "𝐹𝐹𝐹𝐹𝑆𝑆𝐹𝐹𝐹𝐹𝐹𝐹". 

9. In the status array of 𝑠𝑠𝑖𝑖 if some of 𝑠𝑠𝑗𝑗 finally have their default value -1, then they are 
considered as permanently failed. 

In step 2 above, the condition for a node 𝑠𝑠𝑖𝑖; to be suspicious is as given in Eq. 1: 

�𝑋𝑋𝑖𝑖
𝑡𝑡 − 𝑋𝑋𝑖𝑖

𝑡𝑡−1� > 𝑚𝑚𝑖𝑖𝑛𝑛 {𝜎𝜎𝑘𝑘
2 + 𝑋𝑋𝑡𝑡ℎ + 𝑋𝑋𝑑𝑑𝑟𝑟𝑟𝑟𝑡𝑡} (1) 

where 𝑋𝑋𝑖𝑖
𝑡𝑡 is the reading of a sensor node 𝑠𝑠𝑖𝑖 at time t, 𝑋𝑋𝑑𝑑𝑟𝑟𝑟𝑟𝑡𝑡 is the difference or the possible 

drift in the reading of two or more sensor nodes for measuring same value of information, 𝜎𝜎𝑘𝑘
2 

is the variance of past k readings of a sensor node and 𝑋𝑋𝑡𝑡ℎ is a threshold value. 
In step 4, sensor nodes 𝑠𝑠𝑗𝑗, which are in the range of D find the difference of their reading 

with 𝑠𝑠𝑖𝑖 as in Eq. 2: 

Δ𝑋𝑋𝑖𝑖𝑗𝑗
𝑡𝑡 = min ��

𝐺𝐺 − 𝑑𝑑𝑖𝑖𝑗𝑗

𝐺𝐺
� × �𝑋𝑋𝑖𝑖

𝑡𝑡 − 𝑋𝑋𝑗𝑗
𝑡𝑡� ± 𝑋𝑋𝑑𝑑𝑟𝑟𝑟𝑟𝑡𝑡� 

 
(2) 

where Δ𝑋𝑋𝑖𝑖𝑗𝑗
𝑡𝑡  is the difference between the reading of sensor 𝑠𝑠𝑖𝑖 , 𝑠𝑠𝑗𝑗 at time t and 𝑑𝑑𝑖𝑖𝑗𝑗 is the Eu-

clidian distance between sensor 𝑠𝑠𝑖𝑖(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖) and 𝑠𝑠𝑗𝑗(𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗). 
In step 6, 𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠 assigns as in Eq. 3: 

𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑗𝑗] =

⎩
⎪
⎨

⎪
⎧0 𝑖𝑖𝑖𝑖 𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑠𝑠𝑗𝑗 = "GOOD" &&(Δ𝑋𝑋𝑖𝑖𝑗𝑗

𝑡𝑡 <=𝑋𝑋𝑡𝑡ℎ)
1   𝑖𝑖𝑖𝑖 𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑠𝑠𝑗𝑗 = "GOOD" &&(Δ𝑋𝑋𝑖𝑖𝑗𝑗

𝑡𝑡 >𝑋𝑋𝑡𝑡ℎ)
2                              𝑖𝑖𝑖𝑖 𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑠𝑠𝑗𝑗 = "FULTY" 
3                                                𝐺𝐺𝑡𝑡ℎ𝑒𝑒𝑜𝑜𝑒𝑒𝑖𝑖𝑠𝑠𝑒𝑒      

 

 
 

(3) 
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In step 7, the status of suspicious node determines through the following pseudo-code: 
1 For    l = 0 → 𝑛𝑛𝑙𝑙 − 1 
2  𝐶𝐶𝑛𝑛𝑡𝑡0 = 𝐶𝐶𝑛𝑛𝑡𝑡1 = 𝐶𝐶𝑛𝑛𝑡𝑡2 = 𝐶𝐶𝑛𝑛𝑡𝑡3 = 𝐶𝐶𝑛𝑛𝑡𝑡4 = 0 ; 
3  If   𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑙𝑙] == 0 
4   𝐶𝐶𝑛𝑛𝑡𝑡0 + + ; 
5  Elseif   𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑙𝑙] == 1 
6   𝐶𝐶𝑛𝑛𝑡𝑡1 + + ; 
7  Elseif   𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑙𝑙] == 2 
8   𝐶𝐶𝑛𝑛𝑡𝑡2 + + ; 
9  Elseif   𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠[𝑙𝑙] == 3 
10   𝐶𝐶𝑛𝑛𝑡𝑡3 + + ; 
11  Else 
12   𝐶𝐶𝑛𝑛𝑡𝑡4 + + ; 
13  End 
14  If   𝐶𝐶𝑛𝑛𝑡𝑡0 ≥ (𝑛𝑛𝑙𝑙 − 𝐶𝐶𝑛𝑛𝑡𝑡4)/2 
15   𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑖𝑖 = ”𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺” ; 
16   𝑏𝑏𝑜𝑜𝑒𝑒𝑆𝑆𝑘𝑘 ; 
17  Elseif   𝐶𝐶𝑛𝑛𝑡𝑡1 > (𝑛𝑛𝑙𝑙 − 𝐶𝐶𝑛𝑛𝑡𝑡4)/2 
18   𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑖𝑖 = ”𝐹𝐹𝐹𝐹𝑆𝑆𝐹𝐹𝐹𝐹𝐹𝐹” ; 
19   𝑏𝑏𝑜𝑜𝑒𝑒𝑆𝑆𝑘𝑘 ; 
20  Elseif   𝐶𝐶𝑛𝑛𝑡𝑡3 > (𝑛𝑛𝑙𝑙 − 𝐶𝐶𝑛𝑛𝑡𝑡4)/2 
21   𝑒𝑒𝑆𝑆𝑖𝑖𝑡𝑡 𝑖𝑖𝑜𝑜𝑜𝑜 𝑜𝑜𝑒𝑒𝑟𝑟𝑙𝑙𝑦𝑦 𝑖𝑖𝑜𝑜𝑜𝑜𝑚𝑚 𝑠𝑠𝑜𝑜𝑚𝑚𝑒𝑒 𝑠𝑠𝑆𝑆𝑠𝑠𝑟𝑟𝑖𝑖𝑠𝑠𝑖𝑖𝑜𝑜𝑆𝑆𝑠𝑠 𝑛𝑛𝑜𝑜𝑑𝑑𝑒𝑒 𝑆𝑆𝑛𝑛𝑑𝑑 𝑆𝑆𝑟𝑟𝑑𝑑𝑆𝑆𝑡𝑡𝑒𝑒 𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠 ; 
22   𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮 𝑙𝑙𝑖𝑖𝑛𝑛𝑒𝑒 1 ; 
23  Elseif   𝐶𝐶𝑛𝑛𝑡𝑡2 > (𝑛𝑛𝑙𝑙 − 𝐶𝐶𝑛𝑛𝑡𝑡3)/2 
24   𝑀𝑀𝑜𝑜𝑆𝑆𝑑𝑑𝑠𝑠𝑆𝑆𝑠𝑠𝑡𝑡 𝑀𝑀𝑠𝑠𝑀𝑀𝑀𝑀𝑀𝑀�𝑡𝑡, 𝐶𝐶𝐺𝐺𝐺𝐺𝑖𝑖, 𝑋𝑋𝑖𝑖𝑗𝑗

𝑡𝑡 , 𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑠𝑠𝑠𝑠𝑖𝑖� ; 
25   𝑒𝑒𝑆𝑆𝑖𝑖𝑡𝑡 𝑖𝑖𝑜𝑜𝑜𝑜 2𝐹𝐹𝑤𝑤𝑤𝑤𝑖𝑖𝑡𝑡 ; 
26  End 
27 End 

In a distributed network, a Cluster Head (CH) is responsible for collecting data from normal 
good nodes, aggregating and extracting them, and finally transmitting to the sink. Therefor CH 
is one of the main actors in a distributed network, and the failure of CH can lead to the network 
failure. Hence in the proposed algorithm an alternate CH for each CH has been assigned in 
each round of the network operation as shown in Fig. 5. 

3.3 Network Configuration 

The PLEACH algorithm proposed by Jianfeng [18] was used to configure the network. By 
taking into account the remaining energy and distance between nodes, PLEACH employs the 
PSO algorithm to optimize the clustering process. The improved PSO algorithm can be ad-
vantageous in calculating the optimal number of CHs, specifically in the first phase. In the first 
step, the CH is generated by the sink and the number of optimal CHs in a rectangular of AxB 
dimensions is calculated according to the information provided by problem. This process 
guarantees uniform distribution of the cluster in the initial phase. In the second step, the se-
lected CH sends an announcement message to the other nodes and the non-CH nodes select 
and join an appropriate CH depending on their distance. After receiving the messages from the 
nodes, the CH then generates a TDMA schedule message and informs the nodes. In the third 
step, the nodes start transmitting information based on the aforementioned schedule. In the 
fourth step, in case the remaining energy of the CH becomes lower than the threshold, a 
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message is sent to the other cluster nodes by the CH. Upon reception, the nodes send their 
remaining energy level and location to other nodes. Therefore, each node stores the geometric 
information of other nodes. The objective is to present a fitness function in order to select a CH. 
The fitness values not only should reflect the energy level of each node, but also their distance 
from the other nodes. The fitness function is expressed according to Eq. 4. 

𝑖𝑖(𝑘𝑘) = 𝜂𝜂𝑒𝑒𝑘𝑘 − 𝜆𝜆𝑑𝑑. 𝑒𝑒ℎ𝑒𝑒𝑜𝑜𝑒𝑒 . 𝑒𝑒𝑘𝑘 ≥ �̅�𝑒 (4) 

where η is the energy impact factor, �̅�𝑒 is the average energy of nodes in the cluster, 𝑘𝑘 is the 
number of current nodes, 𝜆𝜆 is the distance impact factor, and 𝑑𝑑 is the mean distance of each 
node based on Euclidean distance and speed characteristic in the Particle Swarm Optimization 
(PSO) algorithm. Moreover, η+λ=1 and η, λ∈[0,1]. Ultimately, the node with the highest 
fitness value announces itself as the CH. 

 
Fig. 5. Main failure procedure 
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3.4 Intelligent Neighborhood Radius Threshold (INRT) 

In order to determine the neighborhood radius threshold for each node according to the 
flowchart shown in Fig. 6, the coefficient of variation for each node is calculated using the 
matrix of distances between nodes and forming standard deviation and mean matrixes. Finally, 
the coefficient of variation and standard variation are combined to determine the neighbor-
hood radius threshold and then the number of neighboring nodes. This procedure is described 
in the followings. 

 
Fig. 6. Intelligent neighborhood radius threshold (INRT)  procedure 

3.4.1 Distance Matrix 

The matrix of Euclidean distance is simply formed from Eq. 5 using the distances between 
nodes (𝑆𝑆𝑖𝑖). 

𝑑𝑑𝑖𝑖𝑗𝑗 = �∆𝑆𝑆𝑥𝑥𝑖𝑖𝑗𝑗
2 + ∆𝑆𝑆𝑦𝑦𝑖𝑖𝑗𝑗

2 (5) 

where ∆𝑆𝑆𝑥𝑥𝑖𝑖𝑗𝑗 and ∆𝑆𝑆𝑦𝑦𝑖𝑖𝑗𝑗  are obtained from the following equations: 

∆𝑆𝑆𝑥𝑥𝑖𝑖𝑗𝑗 = �𝑆𝑆𝑥𝑥𝑗𝑗 − 𝑆𝑆𝑥𝑥𝑖𝑖� (6) 

∆𝑆𝑆𝑦𝑦𝑖𝑖𝑗𝑗 = �𝑆𝑆𝑦𝑦𝑗𝑗 − 𝑆𝑆𝑦𝑦𝑖𝑖� (7) 

which is derived by combining Eqs. 5-7: 

𝑑𝑑𝑖𝑖𝑗𝑗 = �(𝑆𝑆𝑥𝑥𝑗𝑗 − 𝑆𝑆𝑥𝑥𝑖𝑖)2 + (𝑆𝑆𝑦𝑦𝑗𝑗 − 𝑆𝑆𝑦𝑦𝑖𝑖)2 (8) 

where 𝑑𝑑𝑖𝑖𝑗𝑗 is the Euclidian distance between nodes 𝑆𝑆𝑖𝑖 and 𝑆𝑆𝑗𝑗. The distance matrix D�n×(n−1)� 
is  calculated through the following pseudo-code: 

1 For    i = 1 → 𝑛𝑛 
2  𝑗𝑗 = 0 ; 
3  For   𝑆𝑆 = 1 → 𝑛𝑛 
4   If   𝑖𝑖 ≠ 𝑆𝑆 
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5      𝑗𝑗 + + ; 
6      𝐺𝐺(𝑖𝑖,𝑤𝑤) = 𝑑𝑑𝑖𝑖𝑗𝑗  ; 
7   End 
8  End 
9 End 

3.4.2 Standard Deviation Matrix 

Standard deviation 𝜎𝜎 is the square root of variance 𝜎𝜎2 expressed using Eq. 9. 

𝜎𝜎𝑖𝑖 = �𝜎𝜎𝑖𝑖
2 = �

1
𝑛𝑛 − 2

� (𝐺𝐺𝑖𝑖𝑗𝑗 − 𝐺𝐺𝚤𝚤� )2
𝑛𝑛−1

𝑖𝑖=1
 (9) 

where 𝐺𝐺𝑖𝑖𝑗𝑗 is the distance between nodes 𝑖𝑖 and 𝑗𝑗, and 𝐺𝐺𝚤𝚤�  denotes the mean distance of nodes 
from node 𝑖𝑖. Finally, 𝜎𝜎𝑖𝑖 is the standard deviation of node 𝑖𝑖. 

3.4.3 Mean Matrix 

The mean value 𝜇𝜇 for each node is calculated from Eq. 10. 

𝜇𝜇𝑖𝑖 = 𝐺𝐺𝚤𝚤� =
∑ 𝐺𝐺𝑖𝑖𝑗𝑗

𝑛𝑛−1
𝑗𝑗=1

𝑛𝑛 − 1
 (10) 

3.4.4 Coefficient Variation Matrix 

Coefficient of variation for each node is obtained from the standard variation of the respective 
node 𝜎𝜎𝑖𝑖 divided by its mean distances 𝜇𝜇𝑖𝑖 according to Eq. 11. 

𝐶𝐶𝑀𝑀𝑖𝑖 =
𝜎𝜎𝑖𝑖

𝜇𝜇𝑖𝑖
 (11) 

In fact, coefficient of variation represents the density of data around the mean value. In simpler 
terms, the smaller the difference between node distances, the lower the coefficient of variation. 
In other words, the more uniform the distribution of nodes in the network, the smaller the 
coefficient of variation, so that in case the node distances from a given node are identical, then 
𝜎𝜎𝑖𝑖 = 0 and consequently 𝐶𝐶𝑀𝑀𝑖𝑖 = 0. 

3.4.5 Neighborhood Radius Threshold 

In this section, the coefficient of variation and the standard deviation should be combined such 
that the most appropriate neighborhood radius threshold 𝑅𝑅𝑡𝑡ℎ𝑟𝑟 is achieved. To this end, it is 
suggested that the average of coefficient of variation is multiplied by the standard deviation 
according to Eq. 12. 

𝑅𝑅𝑡𝑡ℎ𝑟𝑟 = mean (𝜎𝜎𝑖𝑖) × mean (𝐶𝐶𝑀𝑀) (12) 

3.4.6 Intelligent Neighborhood Node Number Threshold (INNT) 

The number of neighboring nodes for node 𝑖𝑖 within the neighborhood radius R is represented 
by 𝑁𝑁𝑏𝑏𝑜𝑜𝑟𝑟

𝑅𝑅. In order to determine the neighborhood node number threshold 𝑁𝑁𝑡𝑡ℎ𝑟𝑟, the minimum 
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number of neighboring nodes in the neighborhood radius is initially calculated, then the 
minimum mean number of neighbors is obtained as the neighborhood node number threshold 
as expressed in Eq. 13. 

𝑁𝑁𝑡𝑡ℎ𝑟𝑟 =
1
𝑛𝑛

� 𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖
𝑅𝑅𝑡𝑡ℎ𝑟𝑟

𝑛𝑛

𝑖𝑖=1
 (13) 

where 𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖
𝑅𝑅𝑡𝑡ℎ𝑟𝑟  is the number of neighboring nodes within the neighborhood radius 𝑅𝑅𝑡𝑡ℎ𝑟𝑟 for 

node 𝑖𝑖. 
The INNT is calculated through the following pseudo-code: 

%    Table “ S “ is created from received sensors positions : 
10 For    i = 1 → n  
11  𝑆𝑆(𝑖𝑖. 1) = 𝑆𝑆𝑥𝑥𝑖𝑖 ; 
12  𝑆𝑆(𝑖𝑖. 2) = 𝑆𝑆𝑦𝑦𝑖𝑖 ; 
13 End 
14 Sink creates a Table of Distances (𝑫𝑫𝒏𝒏×(𝒏𝒏−𝟏𝟏)) as described in Distance Matrix ; 
15 Sink calculates INRT (Intelligent Neighborhood Radius Threshold) ; 
16 𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖 = 0 ;%    𝑖𝑖 = {1.2.3. … . 𝑛𝑛} 𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖 = Number of Neighbors of Sensor 𝑆𝑆𝑖𝑖 
17 For    i = 1 → n 
18  For    j = 1 → n-1 
19   If   𝐺𝐺𝑖𝑖𝑗𝑗 ≤ 𝑅𝑅𝑡𝑡ℎ𝑟𝑟 
20    𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖 + + ; 
21   End 
22  End 
23 End 
24 𝑁𝑁𝑡𝑡ℎ𝑟𝑟 = 𝑚𝑚𝑒𝑒𝑆𝑆𝑛𝑛(𝑁𝑁𝑏𝑏𝑜𝑜) ; 
25 𝑅𝑅𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖 = 𝑅𝑅𝑡𝑡ℎ𝑟𝑟 ;%    𝑖𝑖 = {1.2.3. … . 𝑛𝑛}𝑅𝑅𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖= Neighborhood Radius of Sensor 𝑆𝑆𝑖𝑖 
26 For    i = 1 → n 
27  While    𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖 < 𝑁𝑁𝑡𝑡ℎ𝑟𝑟 
28   𝑅𝑅𝑁𝑁𝑏𝑏𝑜𝑜𝑖𝑖 + + ; 
29   Do Step 9 to 13 ; 
30  End  
31 End 
32 Sink extracts 𝑅𝑅𝑁𝑁𝑏𝑏𝑜𝑜𝑛𝑛×1 and broadcasts it over the network ; 
33 All sensors receive an extracted 𝑅𝑅𝑁𝑁𝑏𝑏𝑜𝑜𝑛𝑛×1 and store it in the memory ; 

 

3.5 Detection of Suspicious Nodes and Soft Faults 

In this section, the proposed algorithm for exploitation was used to detect suspicious nodes 
and soft faults (global and partial). To this end, the proposed method proposed by Sharma et al. 
[7] and the following figure were used to detect suspicious nodes and soft faults, respectively. 

In order to find suspicious reading, every node calculates the variation (𝜎𝜎𝑘𝑘
2) of past k 

readings and whenever the difference of readings of sensors; at time t and t-1 is greater than 
the variation, then node consider its reading suspicious. The condition of for a node s; to be 
suspicious is as given in Eq. 14. 
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|𝑋𝑋𝑖𝑖
𝑡𝑡 − 𝑋𝑋𝑖𝑖

𝑡𝑡−1| > 𝑚𝑚𝑖𝑖𝑛𝑛�𝜎𝜎𝑘𝑘
2 + 𝑋𝑋𝑡𝑡ℎ+𝑋𝑋𝑑𝑑𝑟𝑟𝑟𝑟𝑡𝑡� (14) 

where, 
• 𝑋𝑋𝑖𝑖

𝑡𝑡: Reading of a sensor node 𝑠𝑠𝑖𝑖at time t. 
• 𝑋𝑋𝑑𝑑𝑟𝑟𝑟𝑟𝑡𝑡: The difference or the possible drift in the reading of two or more sensor 

nodes for measuring same value of information. 
• 𝜎𝜎𝑘𝑘

2: The variance of past k readings of a sensor node. 
• 𝑋𝑋𝑡𝑡ℎ: A threshold value. 

The variance of past k readings can be easily calculated as in Eq. 15. 

𝜎𝜎𝑘𝑘
2 =

∑ ( 𝑋𝑋𝑖𝑖
𝑗𝑗 − 𝜇𝜇𝑘𝑘)𝑘𝑘

𝑗𝑗=0

𝑘𝑘
 (15) 

where, the mean of past k value is:  

𝜇𝜇𝑘𝑘 =
∑ ( 𝑋𝑋𝑖𝑖

𝑡𝑡−𝑗𝑗)𝑘𝑘−1
𝑗𝑗=0

𝑘𝑘
 

3.6 Scenarios 

In this section the four scenarios of proposed by Sharma et al. [7](BP) presented in Figs. 1-4, 
were redefined and  illustrated in Figs. 7-11, in order to predict system behavior in the event of 
soft and permanent faults (global and partial). 

 
Fig. 7. One faulty node is present in the region D with intra-cluster neighbors (partial fault). 
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Fig. 8. Multiple faulty nodes fewer than the number of functional nodes Intra-cluster neighbors  

(partial fault). 
 

 

 
Fig. 9. A large number of nodes observe sudden variations in their sensed data (global fault). 
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Fig. 10. Maximum number of faulty nodes around a functional node (global fault). 

 

 
Fig. 11. Multiple faulty nodes fewer than the number of functional nodes  inter-cluster neighbors 

(partial fault). 

There are challenges in distributed network which if not considered, may lead the network 
function to break down. These challenges are described in this paper as exceptional cases 
which has described in section 3.7. An example of fault detection exception which occurs at 
scenario 2 (in BP) above has been shown in Fig. 11, which shows multiple faulty nodes with 
inter-cluster neighbors in the following section some exceptional cases have been described in 
detail. 
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3.7 Failure Exception Handling Procedure 

In this section some exceptional cases have been described, which may affect the network 
function. There are two main exceptional cases. The first is the inter-cluster neighbors and the 
second one is the fault of a cluster head. 

3.7.1 Case 1 

The first exceptional state is the inter-cluster neighbors. A normal good node since in a dis-
tributed network is just connected to its associated cluster head and some neighbors may be 
located at the other clusters, so a new mechanism is provided as a Normal Failure Procedure 
(NFP), which is shown in Fig. 12. 

 
Fig. 12. Normal failure procedure (NFP) 
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3.7.2 Case 2 

As the status of a cluster head changed to “SUSPICIOUS”, an alternate cluster head has been 
replaced to the current cluster head temporarily until end of fault detection procedure which 
has been shown in Fig. 13. Then if the status changed to “FAULTY”, an alternate cluster head 
has been replaced to the faulty cluster head, and vice versa. 

 
Fig. 13. Normal failure procedure (NFP) 

4. Simulation Results 
This section applies the proposed mechanism in Section 3 on a randomly generated data set 
and investigates the results. To this end, two simulations were conducted with 40 and then 70 
randomly distributed nodes in a 2-D environment (based on BP). The results for BP and INRT 
were then compared in terms of different simulation parameters. The simulation was pro-
grammed in MATLAB. Moreover, the scalability of the INRT algorithm was simulated with 
different number of nodes (e.g. 500 nodes). 

4.1 Simulation Assumptions 

Calculating the energy required for transmission and receiving by the nodes from Eqs. 16 and 
17: 

ET,x(l,d)= �
l×Eelec+l×ufsd2, d<d0

l×Eelec+l×umpd4,d≥ d0
   

(16) 
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ER,x=l × Eelec (17) 

where 𝑆𝑆𝑇𝑇,𝑥𝑥(𝑙𝑙, 𝑑𝑑) is the transmission energy, 𝑆𝑆𝑅𝑅,𝑥𝑥 is the receiving energy, d is the distance 
between two nodes or a node and a sink, 𝑆𝑆𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒 is the consumed energy to run the transmis-
sion/receiving circuit, 𝑆𝑆𝑟𝑟𝑓𝑓 and  𝑆𝑆𝑚𝑚𝑚𝑚 are dependent on the transmitter amplifier, d is the dis-
tance threshold for the transmitter, and l is the length of transmitted data. Moreover, 𝑆𝑆𝑟𝑟𝑓𝑓 and  
𝑆𝑆𝑚𝑚𝑚𝑚 are substituted with Eqs. 18 and 19, respectively. 

ufs=10×10-12 (18) 

 
ump=0.0013×10-12 (19) 

 
The initial parameters are given in Table 1. 

Table 1. Initial parameters 
Parameter Value 

Network Size (1000 m * 1000 m) 
Sink Position (500 m, 500 m) 
Node Number 500-40-70 

Data Packet Size 4000 bit 
Control Packet Size 100 bit 

Eelec 50 nJ/bit 
Sensor Type mica mote2 with temperature 

Initial Node Energy 0.5 J 

4.2 Program Execution 

The network included n=40,70, and 500 number of alive nodes. The energy of each individual 
node and ultimately the overall energy of the network decrease overtime as the distributed 
algorithm rounds and sensed, control, and aggregation messages are transmitted. Each round 
of the algorithm for a distributed network respectively involves the following stages: sensing 
the parameter values, transmission of data to the CH based on the TDMA algorithm, aggre-
gation of the data sensed by the members in the CH, and, finally, transmission of data to the 
sink. Each alive node may assume “good”, “suspicious”, or “faulty” states. Each node in the 
network belongs to only one cluster at a time, and each cluster is designated by a unique color. 
The number of colors is similar to the number of cluster (Cluster No.). Network time (Time) is 
based on real-time execution of the network under real conditions, from which the internal 
calculation time for the simulation is subtracted. In the network setup phase, the sink intelli-
gently calculates the neighborhood radius (R(threshold)) and the neighborhood node number 
threshold (N(threshold)) based on the stable location of sensor nodes. Then, when a given 
node assumes a “suspicious” state once it suspects its read data, the CH identifies the respec-
tive node based on the neighborhood radius and neighborhood node number threshold and, if 
necessary, makes appropriate arrangements with the CHs in the adjacent clusters. In case the 
threshold for the number of suspicious nodes is not satisfied within the neighborhood radius of 
the suspicious node, the respective node is considered outlier in the network configuration and 
the CH extends the neighborhood radius as long as sufficient number of neighboring nodes are 
provided. As shown in Fig. 14, the total number of nodes with “good”, “suspicious”, and 
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“faulty” states are equal to the number of alive nodes, and the sum of alive and dead nodes are 
equal to the total number of nodes. 

 
Fig. 14. Normal failure procedure (NFP) 

Note that in the proposed method, only alive nodes with a “good” status contribute to the 
formation of clusters and transmission of sensed data. Suspicious nodes do contribute to 
cluster formation, but their sensed data are neglected by the CH until their status is fully de-
termined. 

4.3 Results 

The proposed mechanism in this study and that of BP were compared in this section. 

4.3.1 Network Throughput Diagram 

Network throughput was initially assessed using the AODV protocol without applying the 
error mechanism. The results were then used to analyze the effect of the proposed method on 
the network throughput. The BP method as the reference method and the INRT method were 
applied to a similar network as shown in Fig. 15. The system automatically calculated the data 
with a neighborhood radius (D) of 100 m for the BP and INRT methods. A transmission range 
of 75 meter was considered for all sensors. 

 
Fig. 15. Diagram of number of nodes with respect network throughput 
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As shown, the network throughput is considerably higher in this method compared to the 
BP method, since the fault coefficient declined and throughput was increased as the number of 
nodes increased. The overhead in this method is significantly lower than the BP method. 

4.3.2 Fault Detection Accuracy Diagram 

A higher fault detection accuracy in WSNs leads to higher fault-tolerance and consequently 
higher reliability. Diagram of fault detection accuracy with respect to the rate of failure is 
demonstrated in Fig. 16. 

 
Fig. 16. Diagram of fault detection accuracy with respect to the rate of failure 

As shown, the proposed method has a higher fault detection accuracy in both networks with 
40 and 70 sensors. 

4.3.3 Total Energy Consumption Diagram 

In this section, the total energy of the network in INRT is investigated and compared with the 
BP method. The total remaining energy of the network over time for 40 and 70 sensors is 
compared in Figs. 17,18. As indicated, the total energy consumption is significantly decreased, 
which is due to the adaptation of the reference algorithm with the distributed structure. This is 
considered an advantage of the distributed algorithm which yields energy-efficient results. 
The assessment results suggest an increased network lifetime as one of the most important 
factors in the efficiency of WSNs. 
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Fig. 17. The total energy consumption of the network with 40 nodes 

 

Fig. 18. The total energy consumption of the network with 70  nodes 

5. Conclusion 
In this paper, a new mechanism was used to improve fault tolerance of the system against soft 
(partial and global) and permanent faults in WSNs. This mechanism includes determining the 
intelligent neighborhood radius threshold (INRT), the threshold number of neighboring nodes, 
customizing the base paper algorithm (BP) for distributed systems, and redefining the BP 
scenarios to predict network behavior when running into soft and permanent faults. The ex-
perimental results indicate that the proposed mechanism was able to improve network 
throughput, fault detection accuracy, reliability, and network lifetime with respect to the BP. 
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