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Abstract 
 

Arrhythmia has recently emerged as one of the major causes of death in Koreans. Premature 
Ventricular Contraction (PVC) is the most common arrhythmia that can be found in clinical 
practice, and it may be a precursor to dangerous arrhythmias, such as paroxysmal insomnia, 
ventricular fibrillation, and coronary artery disease. Therefore, we need for a method that can 
detect an abnormal heart beat and diagnose arrhythmia early. We extracted the features 
corresponding to the QRS pattern from the subject's ECG signal and classify the premature 
ventricular contraction waveform using the features. We modified the weighting and bias 
values based on the error back-propagation algorithm through learning data. We classify the 
normal signal and the premature ventricular contraction signal through the modified weights 
and deflection values. MIT-BIH arrhythmia data sets were used for performance tests. We 
used RR interval, QS interval, QR amplitude and RS amplitude features. And the hidden layer 
with two nodes is composed of two layers to form a total three layers (input layer 0, output 
layer 3). 
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1. Introduction 

As domestic economic growth and living environment have been westernized recently, heart 
disease has become one of the major causes of death in Korea, along with cancer and 
cerebrovascular disease. Typical types of heart disease include coronary artery disease (CAD), 
arrhythmia, and heart failure. The most important signal for the prognosis and prognosis of 
these heart diseases is ECG signal from cardiac activity, especially for the diagnosis of 
arrhythmia which is caused by electrical stimulation of the heart and conduction disturbance 
[1]. Particularly, heart disease such as premature ventricular contraction (PVC) and premature 
atrial contraction (PAC) may require precautions because they can be a precursor to dangerous 
arrhythmias such as paroxysmal tachycardia, ventricular fibrillation, and coronary artery 
disease. 

The Electrocardiogram (ECG) is an easy to measure device that attaches an electrode to a 
human body surface, which is an important measure for diagnosing the presence or absence of 
a heart disease [2,3]. The Electrocardiogram is a low cost and non-invasive test which 
effectively presents valuable clinical information regarding the morphology, rate, and 
regularity of the heart. It is of utmost importance to accurately detect ECG beats so that the 
timely diagnosis of worrying heart conditions can lead to immediate medical attention. 
Especially, the timely detection of premature ventricular contractions (PVCs) is of utmost 
importance as this may lead to cardiac arrhythmias that may turn out to be fatal. A premature 
ventricular contraction is a relatively common event where the heartbeat is initiated by the 
heart ventricles that are independent of the pace set by the sinoatrial node[4]. 

The ECG signal has a time periodicity allowing to define an elementary beat composed by 
specific waveforms, appearing periodically in time. Fig. 1 shows a heartbeat and its respective 
waveform labels. The study of the waveform amplitudes and patterns constitutes the basis of 
the ECG signal analysis. For instance, one can easily show that the heart rate is estimated after 
detecting the QRS-complex from a beat sequence. In the same way, the time-distance between 
two consecutive QRS-complexes, known as RR-interval, is used to detect premature beats. We 
can extend this analysis to other conditions like the ST-segment deviation from a long period, 
necessary to early diagnosis of ischemia. As a result, reliable ECG analysis depends directly 
on the ECG beat segmentation results[5, 6, 7]. 

 

 
Fig. 1. Heartbeat observed on an ECG with its elementary waveforms and intervals identified. 
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Many PVC detections and classification algorithms have been developed so far. The PVC 

detection algorithms include Discrete Cosine Transform (DCT) and autoregressive 
modeling[8],  symbolic dynamics[9],  correlation coefficient in ECG signal[10], while the 
PVC classification algorithms are developed mainly using Artificial Neural Networks[11] 
considering timing information between the detected peaks as a feature set for classification. 

ECG signal analysis is the most common way to study and diagnose cardiac dysfunctions. 
The normal signal is characterized by recurrent or periodic waveforms with each beat. 
Beat-to-beat detection and classification of the QRS complexes allow the heart rhythm 
evolution to be followed and arrhythmias such as premature ventricular contractions (PVC) to 
be detected. Detection and classification of ventricular beat changes is of considerable 
importance in real-time critical care or operating room patient monitoring. It is also important 
for older patients with underlying heart disease. The clinical significance is dependent on PVC 
frequency, complexity, and hemodynamic response. In these applications, it is important to 
develop signal-processing techniques that allow real-time feature extraction for the 
classification of the QRS complexes and other ventricular beat patterns [12]. 

Premature ventricular contraction is the most common arrhythmia that can be found in 
clinical practice. The occurrence of premature ventricular contraction in patients with past 
heart disease is likely to cause a dangerous heart disease such as ventricular tachycardia. 
Therefore, the detection of this is very important as a basis for further investigation [13,14]. 
PVC can occur in a healthy person of any age but becomes more frequent in the elderly people 
and is more commonly found in men. The immediate detection and subsequent treatment of 
PVCs are essential for patients with cardiovascular disease because studies have shown that 
PVCs when associated with heart attack, can be linked to mortality. Computer-aided 
automatic diagnosis of cardiac events assists doctors to ascertain the exigency and nature of 
the medical intervention required. The automatic detection and classification of ECG beats 
using biomedical signal processing techniques have evolved as an active area of research 
[15-24]. 

Several methods for automatic detection and classification of cardiac arrhythmias have 
been reported in the literature, including algorithms based on self-organizing maps [15], filter 
banks [16], hidden Markov models [17] and neural networks [18–20]. In [21], Senhadji et al. 
used discrete a wavelet transform (DWT) aided linear discriminant classifier for ECG beat 
classification to achieve 98% classification accuracy. But their classifier used only 25 beats in 
training and 28 beats for testing. Shyu et al. could also achieve a high classification accuracy 
of 97.04% for PVC beat classification, utilizing wavelet transform based feature extraction in 
tandem with fuzzy neural network based classifier. However, their classification results were 
based on only seven files of the MIT/BIH arrhythmia database, out of which two files were 
used in the training dataset of the neural network [15]. In [16], Hosseini et al. achieved a 
classification accuracy of 88.3% using multilayer perceptron neural network (MLPNN) 
classifier using 10 files of the MIT/BIH arrhythmia database. Similar classifiers were also 
developed in [19–21] which were tested over small datasets. In the literature [18,22,23], 
classification results were reported on the basis of comparatively larger testing datasets. In [22] 
a linear discriminant based classification scheme was reported that could achieve a 
classification accuracy of 89% over 44 files of the MIT/BIH arrhythmia database. 

This study was conducted to detect the abnormal heartbeat and to detect the arrhythmia 
early. After extracting the features for the ECG signal from the premature ventricular 
contraction classification, a method of classifying the normal waveform and the early 
contraction waveform by using the error back-propagation algorithm was studied. 
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2. Related Work 

2.1 Analysis and Classification of Existing ECG Signal 
Diagnosis of heart disease using electrocardiogram signal requires the sequential processing of 
preprocessing, waveform detection and segmentation, feature extraction, and classification as 
shown in Fig. 2. Here, the compression of the signal for each step is an essential element for 
effectively storing and transmitting an enormous amount of electrocardiogram data and 
reproduces higher compression performance as the processing progresses. 

In the field of signal processing and pattern recognition, researches on the analysis and 
classification of electrocardiogram signals have been continuously carried out. In recent years, 
the design of early diagnosis algorithms for heart diseases for practical use with the advent of 
U- Various approaches have been attempted to implement the system. Previous studies have 
proposed a corresponding approach to each purpose, such as pre-processing to correspond to 
baseline fluctuation noise, external noise, ECG feature point extraction as a diagnostic element, 
and classifier optimization based on extracted feature points [25].  For the design of the 
proposed method, the background and purpose of the research, and the performance index 
should be carefully examined. 

 

 
Fig. 2. Typical process flowchart of ECG based diagnosis 

2.2 Premature Ventricular Contraction Arrhythmia 
Premature ventricular premature contraction is an arrhythmia signal generated by premature 
depolarization of the ventricle by ectopic stimulation occurring in the ventricle as shown in 
Fig. 3, and excited cells in the ventricle before direct contraction of the ventricular node (SA 
node) And arrhythmia is most commonly observed and can be seen in healthy 
people.Myocardial infarction is the most common cause of myocardial infarction, and other 
causes include such as taking drugs such as Digitalis, intake of cardiac stimulants such as 
caffeine, nicotine and drugs and electrolyte imbalance, tachycardia, Bradycardia. 

The cardiac heart rate keeps 60 ~ 100 times per minute. The P wave appears reversed when 
the stimulation started from the ventricle is reversed and shrinks the atrium, but most of the 
stimulation is not transmitted to the atrium. In the case of the QRS complex, it lasts for more 
than 0.12 seconds and is wider than the normal QRS complex and it has deformed shape. Also, 
contraction stimulation initiated from the ventricle reverses and is transmitted to the 
atrioventricular node and the atrium, but most of the atrium does not reach the atrium, thus 
maintaining the original rhythm. As a result, after ventricular premature contraction, we have a 
compensatory period, so the time required for early ventricular contraction and subsequent 
normal pacing does not differ from the time required for two normal beats. Ventricular 
premature contraction does not cause cardiac abnormality in itself, but it is judged to be a sign 
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of ventricular tachycardia or ventricular fibrillation if ventricular premature contraction 
arrhythmia occurs more than six times per minute, so detection of ventricular premature 
contraction arrhythmia is very important. 

 

 
Fig. 3. Premature Ventricular Contraction Arrhythmia 

 

2.3 QRS Peak Detection 
Pan & Tompkins QRS Peak Detection algorithm is typical QRS peak detection algorithm. 
After the Pan & Tompkins algorithm was published in 1985, many ECG related studies have 
used this detection method. The algorithm detection process is shown in Fig. 4. 
 

 

Fig. 4. QRS Detection Process 
 

Low Pass Filtering and High Pass Filtering are processed to remove the noise contained in 
the ECG signal. Noise such as muscle noise, power supply noise, and baseline shaking 
included in the ECG signal is reduced using a 5 to 11 Hz bandpass filter. This process results in 
a delay of 16 samples. After performing the derivative and squaring it, the negative value of 
the signal is removed and the location of R peak is highlighted. Next, the preprocessing 
process ends when the moving average is passed. After all the preprocessing steps are 
performed, Q, R and S peaks are detected by applying the threshold [26]. 
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 2.4 Error Back-Propagation Algorithm 
The error back-propagation is a supervised learning algorithm that uses a gradient descent 
method to minimize the cost function, which is the mean square error between the ideal output 
and the actual output [27]. In this case, the connection strength between the nodes is initialized 
to a small value, and the learning data is repeatedly provided to the input and output layers to 
learn. The error value, which is the difference between the value in the output layer calculated 
by the input data and the expected value, is propagated to the lower layer, so that the 
connection strength with the lower layer is readjusted, and the total strength of the neural 
network converges, and the total error becomes very small we will study it repeatedly. 

2.4.1 Error Back-Propagation Algorithm Learning 
The error back-propagation algorithm required data and desired output data (o) to be learned. 
The learning process of error propagation propagates the output of the input (Tag_o) by 
repeating the process of multiplying and adding the input with the weight of the neural 
network several times. At this time, the output (Tag_o) differs from the expected output (Pre_o) 
given in the learning data. In the neural network, an error of (Tag_o - Pre_o) occurs, and the 
weight of the output layer is updated in proportion to the error, and the weight of the hidden 
layer is updated. Since the direction of updating the weights is opposite to the processing 
direction of the neural network, it is called back-propagation algorithm.  
 

 
Fig. 5. Architecture of Single-layer Perceptron 

3. Methods 
In this paper, the whole structure of the premature ventricular contraction classification based 
on the error back-propagation is composed as shown in the Fig. 6. First, the noise is removed 
from the ECG signal by a preprocessing process, and then an R wave is detected, and a 
QS-wave is detected based on the detected R wave. QRS-waves are set as one pattern and 
features of R-R interval, Q-S interval, Q-R amplitude, and R-S amplitude are extracted from 
each pattern. Using the extracted feature values as training data, the weight value and the bias 
value are updated using the error back-propagation technique to obtain the final weight value 
and the bias value. Normal and PVC are classified through the features and operations that are 
input using the final weight value and a bias value. 
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Fig. 6. PVC Classification Structure 

3.1 Pre-Processing and QRS Detection 
To detect an accurate QRS wave, the QRS wave must be detected after removing the noise 
included in the ECG signal. In this paper, we use Pan & Tompkins QRS Detection Algorithm 
for preprocessing and QRS detection. 

3.2 Feature Extraction 
Premature ventricular contraction is one of the arrhythmia diseases, and because the pattern is 
different for each arrhythmia disease, relevant features should be used for accurate 
classification. The accuracy was confirmed by selecting the correct features rather than the 
features and using them for classification. In this paper, we used R-R interval, Q-S interval, 
Q-R amplitude, and R-S amplitude for early ventricular contraction classification. 

In the Fig. 7, when the normal signal and the premature ventricular contraction signal are 
compared, it can be seen that the R-R distance is shorter and the Q-R amplitude is larger and 
the R-S amplitude is smaller than that of premature ventricular contraction signal. 

 
Fig. 7. Normal and Premature Venticular Contraction Signals 
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After feature extraction, label data was added for each feature. The label data was based on 
data provided by Physionet [28]. Additionally, for each label, the normal signal was added to 
the 1 and premature ventricular contraction signal was added to the 0 label. 

3.3 Update Weight Value and Bias Value 
The initial weight value and the bias value are set to 0.1 and the learning rate is set to 0.1. The 
final value is determined by updating the weight value and the bias value through the training 
process. The input layer neurons consist of three as the number of features. Hidden neurons 
consisted of three, including bias neurons. And the hidden layer has built up two layers. The 
output layer consists of one neuron outputting the result through a sigmoid function. 

3.4 Premature Ventricular Contraction Classification 
The result value is calculated through the operation with the feature values input using the 
finally determined weight value and the bias value. If the result is greater than 0.5, it is 
classified as a normal signal. If it is less than or equal to 0.5, it is classified as a premature 
ventricular contraction signal. 

4. Experiments 

4.1 Data 
The data used in the experiments were the MIT-BIH Arrhythmia 106, 119, 200, 223, 233 
Record provided by Physionet. The sample rate of the data was recorded at 360 Hz. The data 
length is 30 minutes. 

4.2 Pre-Processing and QRS Detection 
We used the Pan & Tompkins QRS Detection Algorithm to detect the Q, R and S peaks of the 
MIT-BIH Arrhythmia Record. Perform the high-pass filtering step, the low-pass filtering step, 
derivative step, squaring step, integration step, adjusting threshold step and decision step as 
shown in Fig. 2 to detect Q, R and S peaks. Q, R, and S peaks were detected, and the 
incorrectly detected parts were processed. FP (False Positive) that detected R peak had a 
negative value with R peak value less than 0. Therefore, R peak value smaller than 0 and 
corresponding Q and S peak values are removed from the detected data. The location value 
and the time value of the data are detected for each peak. 

Fig. 8. MIT-BIH Record 200 QRS Wave Detection Example 
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Fig. 8 shows an example of QRS detection of MIT-BIH Arrhythmia 200 Record data. We 
used the Pan & Tompkins QRS Peak detection algorithm in MATLAB. 
 

4.3 Feature Extraction 
In this paper, four characteristics of R-R distance, Q-S distance, QR amplitude, and RS 

amplitude are used for PVC classification. The R-R distance was calculated using the R-peak 
location data. And Q-S distance was calculated using Q-peak location data and S-peak 
location data. The used data was sampled at 360 Hz and the location value was divided by 360 
to obtain the unit in seconds. 

QR amplitude and RS amplitude were calculated using the signal values of each peak. The 
formula is as follows. And Fig. 9 shows the features used for classification. 
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Fig. 9. Features Used for Classification 

 
We then added annotations for each feature using data from RR distance and annotation 

provided by Physionet. For annotations, except for normal signal N and PVC signal V for the 
entire feature, it was added while removing and syncing features and annotations via 
Physionet's LiveWAVE. The other signals except for the normal signal and the PVC signal 
were removed from the data. To derive the result through learning, we changed the normal 
signal N value to 1 and the PVC signal V value to 0 value. 

The results obtained through the procedure are the location and time values and output 
value of 1 or 0 for four features for weight and bias learning. 
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4.4 Final Weight and Bias Value Determination 
70% of the data of each record was used as learning data in the weight and bias value 
determination process. We set the initial weight value, the bias value, and the learning rate to 
0.1, and update the weight value and the bias value based on the error back-propagation. In the 
step of updating the weight value and the bias value, the normal signal is set to a value of 1 and 
the PVC signal is set to a value of 0 to proceed with the result. 

The finally determined weight value and the bias value are stored separately for each 
record. This process was performed in MATLAB. 

 

4.5 Premature Ventricular Contraction Classification 
The final weight value and the bias value were used to classify the normal signal and the PVC 
signal. 30% of the extracted features were used as test data.  

A sigmoid function was used as an activation function in the hidden layer and the output 
layer. If the value calculated in the output layer is greater than 0.5, it is classified as a normal 
signal. If the value is less than or equal to 0.5, it is classified as a PVC signal. 

The Precision, recall, and accuracy are as follows. 
 

Table 1. PVC Classification Result using Test Dataset 

106 Record 
Actual Value 

Positive Negative 

Classification 
Value 

Positive 453 15 
Negative 1 137 

119 Record 
Actual Value 

Positive Negative 

Classification 
Value 

Positive 462 0 
Negative 0 119 

200 Record 
Actual Value 

Positive Negative 

Classification 
Value 

Positive 508 9 
Negative 0 183 

223 Record 
Actual Value 

Positive Negative 

Classification 
Value 

Positive 487 54 
Negative 14 195 

233 Record 
Actual Value 

Positive Negative 

Classification 
Value 

Positive 530 3 
Negative 0 372 
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Table 2. PVC Classification Result using Test Dataset 

 Precision Recall Accuracy 

106 96.7948 99.7797 97.3597 

119 1 1 1 

200 98.2591 1 98.7142 

223 90.0184 97.2055 90.9333 

233 99.4371 1 99.6685 

5. Conclusions 
In this paper, we use three features to find the final weight value and bias value through 
learning based on the error back-propagation algorithm and then classify the normal signal and 
the PVC signal for the input feature values. For this, we removed the noise of the signal 
through preprocessing and detected the Q, R and S peaks through the peak detection process. 
We then extracted the RR interval, QS interval, QR amplitude, and RS amplitude based on the 
Q, R, and S peaks. The extracted features are the input layer of the configured neural network, 
and the final weights were determined by updating the weights and bias values through an 
error back-propagation algorithm. We tested the final weight and bias value for each record. 
30% of record data was used as test data. Test results are displayed with precision, recall, and 
accuracy to verify PVC classification performance through error back-propagation algorithm. 

Future research will enable learning through ECG signals without feature extraction. By 
using the deep learning algorithm, learning ECG signals rather than learning by features, it is 
possible to omit preprocessing and feature extraction. This will lead to more accurate and less 
time spent on learning. Also, since the algorithm proposed in this paper determines the weight 
and bias value for each record, we cannot apply the weight value and bias value determined in 
A record to B record. The goal is to develop algorithms that can determine weight and bias 
values from one algorithm and classify premature ventricular contractions and other 
arrhythmia diseases by ECG signals from multiple people through further studies. 
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