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Abstract 
 

This paper proposes a method to generate panoramic images by combining conventional 
feature extraction algorithms (e.g., SIFT, SURF, MPEG-7 CDVS) with sensed data from 
inertia sensors to enhance the stitching results. The challenge of image stitching increases 
when the images are taken from two different mobile phones with no posture calibration. 
Using inertia sensor data obtained by the mobile phone, images with different yaw, pitch, and 
roll angles are preprocessed and adjusted before performing stitching process. Performance of 
stitching (e.g., feature extraction time, inlier point numbers, stitching accuracy) between 
conventional feature extraction algorithms is reported along with the stitching performance 
with/without using the inertia sensor data. In addition, the stitching accuracy of video data was 
improved using the same sensed data, with discrete calculation of homograph matrix. The 
experimental results for stitching accuracies and speed using sensed data are presented in this 
paper.  
 
 
Keywords: Image stitching, video stitching, panoramic video, ultra wide viewing video, 
sensor-based stitching 
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1. Introduction 

As large-size screens and combinations of multiple displays have become common recently, 
panoramic contents are applied more widely than before. For instance, panoramic contents are 
used in various areas of life including high-resolution point panoramic views of specific places 
such as streets, tourists’ spots, accommodations, restaurants, and so forth [1] as well as many 
industrial sectors including advertisement and education. 

The global sensor market is expected to grow from 79.5 billion dollars in 2014 to 116.1 
billion dollars by 2019 at the rate of 7.9% per year. This growth rate is similar to that of the TV 
market [2]. As the Internet of Things advances lately, the importance of sensor data is more 
emphasized than before [3].  

To overcome the disadvantage of existing processes of producing panoramic contents, 
which need to maintain posture calibrations between cameras, this study proposes a way of 
generating panoramic images at 3 different degrees of freedom (DoF) by means of sensor data. 
In addition to commonly used algorithms such as SIFT and SURF, the feature extraction 
algorithm of MPEG-7 CDVS (Compact Descriptor for Visual Search) that applies MPEG 
standard is adopted for image feature extraction and stitching. The feature extraction time, 
number of extracted features, and number of true points are compared among algorithms, and 
the stitching accuracy is determined to find out the optimal solution.  

2. Related Work 
D. G. Lowe proposed the SIFT (Scale-Invariant Feature Transform) algorithm that extracts 
from image features that are robust to such factors as scale, rotation, and noise [4]. However, 
the SIFT algorithm is disadvantageous in that its calculation rate is low. H. Bay, etal. proposed 
the SURF (Speeded Up Robust Features) algorithm that is robust to environmental changes in 
terms of scale, lighting, point of time, etc. [5][6] The SURF algorithm calculates at higher 
rates than the SIFT with a similar level of performance, but it has limitations in that this 
algorithm cannot utilize various useful features in a colorful space as it uses information only 
in a gray space. P. M. Panchal, etal. compared the number of features and extraction rates of 
existing SIFT / SURF algorithms. L. Juan and O. Gwun compared the number of features, 
extraction rates, scale and rotation, etc. of SIFT, PCA-SIFT, and SURF algorithms [7] [8]. 
MPEG too has developed its MPEG-7 CDVS standard for image feature extraction [9][10]. 
This enhances the image searching performance and speed drastically as it compares, not all, 
but certain parts of two images [11]. For image stitching, features appropriate for matching 
need to be selected among various extracted features. To choose features for matching, there 
needs to be a proper method to remove outliers. The RANSAC (RANdom SAmple Concensus) 
algorithm, suggested by M. A. Fischler and R. C. Bolles, selects sample data sets at random 
and then chooses specific ones of them that have formed the maximum concensus [12]. The 
homography estimation method, proposed by E. Dubrofsky, is used for 2D conversion in 
image stitching [13]. As the homography method utilizes the projective transformation of a 
plane from one image to another, it is an important parameter used for image stitching, 3D 
restoration, camera calibration, and so forth [14].  

The interface standardization for sensors and actuators bridging between the virtual and real 
world has been performed in ISO/IEC 23005 (MPEG-V) [15]. The content authoring for 
sensorial effects was researched in [16][17][18][19], and the interaction between the real and 
virtual worlds using sensor data was presented in [20]. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 9, September 2017                             4529 

3. Image Preprocessing by Means of Sensor Data 

3.1 Collection of Images and Sensor Data 
For image preprocessing by means of sensor data, this study utilizes an Android smart-phone’s 
acceleration sensor and magnetic field sensor. The acceleration sensor is used to measure the 
acceleration in the x/y/z axes of the smart-phone. Fig. 1 shows the x, y, and z axes of the 
Android smart-phone. 
 

 
 

One can obtain the rotation matrix by inputting the measured acceleration sensor data and 
magnetic sensor data into the getRotationMatrix() method of the Android SensorManager 
class. One can use the obtained rotation matrix and the getOrientation method to obtain the 
rotation angles corresponding to the three axes. The image can be rotated using the obtained 
rotation angle. Equation (4) in the subclause 3.2 is the rotation matrix generated by the average 
of the obtained rotation angles. The rotation angle (pitch) on the x-axis indicates the gradient 
of the smart-phone; the rotation angle (roll) on the y-axis indicates the left and right side 
rotation angle; and the rotation angle (azimuth) on the z-axis indicates the azimuth. Fig. 2 
shows the rotation angle on each axis. 

3.2 Image Preprocessing in Reference to Sensor Data 
For preprocessing of an original image in reference to the rotation angles on the x/y/z axes that 
are calculated by means of the application, the x/y/z axes of the smart-phone are matched with 
those of the image. Fig. 3 shows the x/y/z axes of the smart-phone and image. 
 

 
Fig. 3.  3-axis of the Smartphone and Image 

 
In Fig. 3, the smart-phone and image have the same x-axis angle with the y and z-axes at the opposite 

side. Except the x-axis, the inverse values of the rotation angles on the y and z-axes are applied. The rotation 

 
Fig. 2.  Rotation Angle of the 3 Axes 

 

 
Fig. 1. The x, y, And z Axes of the Android 

Smartphone 
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angles used for preprocessing are as follows: 
 

 
𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥ℎ = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2.𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1.𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ 
𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥 = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2. 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1. 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 
𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥ℎ = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2.𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1.𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ 

(1) 

 
Image stitching involves motions of entering or restricting images manually in order [21]. 

To enter images in this study, two images are classified manually with the left-side image 
(image 1) entered first and then the right-side image (image 2) entered later. To rotate each 
image, the average difference between the sensor data sets is calculated as follows: 
 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ = ∆𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖ℎ/𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝑂𝑂𝑂𝑂_𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼  
𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = ∆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟/𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝑂𝑂𝑂𝑂_𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ = ∆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ/𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝑂𝑂𝑂𝑂_𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 

(2) 

 
For 3D rotation of images, a 3D rotation matrix is used. To this end, 2D images are 

converted into 3D images for the corresponding projection matrix [22]. 
 

 𝑃𝑃2𝑑𝑑→3𝑑𝑑 = �

1 0 −𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ/2
0 1 −𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑡𝑡/2
0 0 0
0 0 1

� (3) 

 
To rotate 3D images, the rotation matrix for each axis is calculated. 

 

 

R𝑥𝑥�𝑎𝑎𝑎𝑎𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ� = �

1 0 0 0
0 cos (𝑎𝑎𝑎𝑎𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ) −sin (𝑎𝑎𝑎𝑎𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ) 0
0 sin (𝑎𝑎𝑎𝑎𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ) cos (𝑎𝑎𝑎𝑎𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ) 0
0 0 0 1

� 

R𝑦𝑦(𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ) = �

cos (𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ) 0 sin (𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ) 0
0 1 0 0

−sin (𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ) 0 cos (𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ) 0
0 0 0 1

� 

R𝑧𝑧(𝑎𝑎𝑎𝑎𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) = �

cos (𝑎𝑎𝑎𝑎𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) −sin (𝑎𝑎𝑎𝑎𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 0 0
sin (𝑎𝑎𝑎𝑎𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) cos (𝑎𝑎𝑎𝑎𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 0 0

0 0 1 0
0 0 0 1

� 

(4) 

 
The rotation matrixes are integrated by multiplying the 3 matrixes. 

 
 𝑅𝑅𝑥𝑥𝑥𝑥𝑥𝑥 = 𝑅𝑅𝑥𝑥(𝑎𝑎𝑎𝑎𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ) ∗ 𝑅𝑅𝑦𝑦(𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎ℎ) ∗ 𝑅𝑅𝑧𝑧(𝑎𝑎𝑎𝑎𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) (5) 

 
Finally, 3D images are converted back to 2D images for the corresponding projection 

matrix. 
 

 𝑃𝑃3𝑑𝑑→2𝑑𝑑 = �
1 0 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ/2 0
0 1 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑡𝑡/2 0
0 0 1 0

� (6) 
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The 3D projection matrix is multiplied by the rotation matrix and 2D projection matrix to 
calculate the transformation matrix. 
 

 𝑀𝑀𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑃𝑃3𝑑𝑑→2𝑑𝑑 ∗ (𝑅𝑅𝑥𝑥𝑥𝑥𝑥𝑥 ∗ 𝑃𝑃2𝑑𝑑→3𝑑𝑑) (7) 
 

The resulting transformation matrix is used for each image’s warping. Warping is a way to 
distort images by relocating points on the original image. Fig. 4 shows the sensor data and 
images before rotation. The differences between sensor data for each direction are described in 
Fig. 4. Using the equation (1), we can find how much the first image is distorted compared to 
the second image. If we rotate the first image in Fig. 4 with each amount of change, we can see 
that it is almost similar to the second image. If the amount of change is a positive number, it 
rotates in a clockwise direction, and if it is a negative number, it rotates in a counterclockwise 
direction. 
 

 

 

Fig. 4. Images and sensed data before 3-dimensional rotation 
 

With each image rotated as much as about 7.505° on the x-axis, about 5.615° on the y-axis, 
and about 5.43° on the z-axis, the result is as in Fig. 5, where the two images aligned on the 
almost same horizontal line. 
 

 
Fig. 5. Images after 3-dimensional rotation 
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4. Image Stitching 
Fig. 6 shows a flow chart of image stitching steps to generate a panoramic image by stitching 
two similar images. 
 

 
Fig. 6. Image stitching flow chart 

 
The preprocessing step that utilizes sensor data proposed in this study is taken between the 

step of entering an image and the step of feature extraction. 

4.1 Image Feature Extraction 
For object recognizing, tracking, and matching in an image, one of the common ways is to 
extract visual features. 
 

 
Fig. 7. Easily identified point A and not easily identified point B 

 
When points in the right-side image that correspond to A and B in the left-side image in Fig. 

7, A is easily identified while B is not. It is advantageous to find a spot that is easily 
recognizable, just like A, for matching. The reason why the point A is more advantageous than 
the point B is that it can be easily identified even if the shape, size, position, and viewpoint of 
the illumination camera in the image change. In this study, features are extracted by means of 
SIFT, SURF, and MPEG-7 CDVS algorithms to extract points that meet the same condition of 
A. 

4.2 Image Stitching 
For stitching of two images, image features need to be extracted by using a feature extraction 
algorithm. Extracted features contain outliers unnecessary for matching as shown in Fig. 8. 
Outliers are values that fall far out of the scope of data distribution. To remove these outliers, 
RANSAC algorithm suggested by M. A. Fischler and R. C. Bolles is used [12]. 
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Fig. 9 shows straight lines estimated based on true points of CDVS features that were 
extracted by means of RANSAC algorithm. The homography matrix is calculated based on 
true features of each image that were calculated by means of RANSAC algorithm, which is 
followed by image warping. Another image is added to the image warped by means of the 
homography matrix for image stitching. Fig. 10 shows the result of image stitching. As 
indicated by red circles in the picture, stitching is not smooth. This results from inaccurate 
estimation of the homography. As the image went through the preprocessing of 3D rotation 
before feature extraction in application of the proposed method, the result of image stitching is 
presented in Fig. 11. 

 

 

 

 

 
Fig. 11.Resualt of image stitching after 
preprocessing 

 
Fig. 10. Resualt of image stitching 

 
Fig. 9. Extracted CDVS interest 
point(removed outlier) and line prediction 

 
Fig. 8 .Extracted CDVS interest point(inlier: red, 
outlier: blue) 
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5. Video Stitching 
A video is a set of sequential images. For video stitching, images need to be extracted from 
each frame of the video. After stitching of extracted images by means of the image stitching 
method stated in chapter 4 above, stitched images are combined as one video. Fig. 12 shows 
the process of video stitching in application of the image stitching method. 
 
 

 
Fig. 12. Video stitching flow chart 

 
Two videos may be stitched in the following way of video stitching: 
(1) For stitching, two videos with overlapping parts are entered. 
(2) Frame images are extracted from each video. 
(3) All the extracted frame images are stitched by means of the image stitching method 

stated in chapter 4. 
(4) Stitched frames are reconstituted as one video. 
(5) After stitching, the produced video is saved. 

 
Prerequisites for video stitching in this study are as follows: 
(1) Videos that were taken from a similar distance and in a similar location are to be used. 
(2) No scale change such as zoom-in/out is applied. 
(3) Attention needs to be paid to preventing any blur from occurring due to a sudden change 

of the photographing angle. 
(4) Sequential videos with no shot transition. 

 
In general, a video’s frame rate is 29.97fps (frame per second). To stitch a 100-second long 

video whose frame rate is 29.97fps, image stitching needs to be performed 2997 times, which 
takes a long time. The results of the video stitching time comparison are shown in Table 6, and 
the results of the stitching accuracy comparison in the video stitching using the proposed 
method are shown in Table 7. In order to shorten the video stitching time, this chapter 
proposes a way of using sensor data to generate a homography matrix and to improve the 
accuracy. 

 

5.1 Discrete Generation of Homography Matrix 
Fig. 13 shows the suggested way of dicretely generating homography matrices. 
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Fig. 13. A way of generating a homography matrix 

 
To shorten the time of feature extraction and homography matrix estimation for image 

stitching, features of the first and Nth frame images are extracted, and then the homography 
matrix is calculated. N is a random number, and it is smaller than the number of the entire 
frame images. 
 

 𝐻𝐻1 = �
ℎ11 ℎ21 ℎ31

ℎ41 ℎ51 ℎ61

ℎ71 ℎ81 ℎ91
�           𝐻𝐻𝑁𝑁 = �

ℎ1𝑁𝑁 ℎ2𝑁𝑁 ℎ3𝑁𝑁

ℎ4𝑁𝑁 ℎ5𝑁𝑁 ℎ6𝑁𝑁

ℎ7𝑁𝑁 ℎ8𝑁𝑁 ℎ9𝑁𝑁
� (8) 

 
In homography matrix 𝐻𝐻1 and 𝐻𝐻𝑁𝑁, elements ℎ1, ℎ2, ℎ3, …, ℎ9 are divided by N to calculate 

elements of 𝐻𝐻2, 𝐻𝐻3, …, 𝐻𝐻𝑁𝑁−1. 
 

 ℎ𝑛𝑛 = ℎ1 +
ℎ𝑁𝑁 − ℎ1

𝑁𝑁 − 1
∗ (𝑛𝑛 − 1) (9) 

 
h is the nth element of the homography matrix. By using the expression above, homography 

matrix 𝐻𝐻2 can be calculated as follows: 
 

 𝐻𝐻2 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡ℎ11 +

ℎ1𝑁𝑁 − ℎ11

𝑁𝑁 − 1
∗ 1 ℎ21 +

ℎ2𝑁𝑁 − ℎ21

𝑁𝑁 − 1
∗ 1 ℎ31 +

ℎ3𝑁𝑁 − ℎ31

𝑁𝑁 − 1
∗ 1

ℎ41 +
ℎ4𝑁𝑁 − ℎ41

𝑁𝑁 − 1
∗ 1 ℎ51 +

ℎ5𝑁𝑁 − ℎ51

𝑁𝑁 − 1
∗ 1 ℎ61 +

ℎ6𝑁𝑁 − ℎ61

𝑁𝑁 − 1
∗ 1

ℎ71 +
ℎ7𝑁𝑁 − ℎ71

𝑁𝑁 − 1
∗ 1 ℎ81 +

ℎ8𝑁𝑁 − ℎ81

𝑁𝑁 − 1
∗ 1 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 (10) 

 
The above calculation continues up to the point of homography matrix 𝐻𝐻𝑁𝑁−1, and then 

image stitching is performed with the produced homography matrixes. Homography matrix 
element ℎ9 is not modified since it has been normalized. Fig. 14 shows 𝐻𝐻2, …, 𝐻𝐻9 that were 
produced by means of 𝐻𝐻1 and 𝐻𝐻10 after homography matrixes 𝐻𝐻1 and 𝐻𝐻10 were calculated in 
the condition that N=10. 
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Fig. 14. Homography matrixes 𝑯𝑯𝟏𝟏, 𝑯𝑯𝟏𝟏𝟏𝟏 in the condition that N=10 and the produced homography 

matrixes 𝑯𝑯𝟐𝟐, …, 𝑯𝑯𝟗𝟗  
 

Fig. 15 shows the result of image stitching by means of homography matrixes 𝐻𝐻2, …, 𝐻𝐻9 
that were generated in application of calculated homography matrixes 𝐻𝐻1 , 𝐻𝐻10  and the 
suggested method. The stitching result is improper since homography matrixes that were 
generated at random were used. 
 

 
Fig. 15. The result of image stitching by means of homography matrixes 𝑯𝑯𝟏𝟏, 𝑯𝑯𝟏𝟏𝟏𝟏 and homography 

matrixes 𝑯𝑯𝟐𝟐, …, 𝑯𝑯𝟗𝟗 that were generated 
 

5.2 Use of Sensor Data for Stitching Accuracy 
The accuracy is likely to decrease when such homography matrixes in 5.1 above are used. To 
enhance the stitching accuracy, this section suggests a way of utilizing sensor data. Fig. 16 
shows a flow chart where the way to improve stitching accuracy by means of sensor data is 
added to Fig. 13. 
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Fig. 16. A flow chart of the accuracy improvement of stitching using sensor data 

 

 
Fig. 17. Stitching (left) by means of discretely generated homography matrixes; stitching (right) after 
image preprocessing with sensor data 
 

In reference to rotation angles on the x/y/z axes calculated by means of the image, video, 
and sensor data collecting application in chapter 3.1 above, the preprocessing prior to frame 
image stitching improves the accuracy. Fig. 17 shows the result of stitching by means of 
randomly generated homography matrixes and the result of stitching after image 
preprocessing with sensor data. As for the image that used randomly generated homography 
matrixes, stitching of the apartment in front is inaccurate. In contrast, the accuracy is 
outstandingly improved when sensor data was used for image rotation although it was is 
perfect. 
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6. Experimental Result 

6.1 Experiment Environment 
For image stitching with sensor data utilized, the experiment environment was created as 
shown in Table 1: 
 

Table 1. Experimental environment of image stitching using sensed data 
Experimental environment of image stitching 

CPU Intel Core i7-4770 3.4GHz 
RAM 8GB 
OS Windows 7 Enterprise K 64-bit 
IDE Visual Studio Professional 2013 

Library OpenCV 2.4.11 
MPEG-7 CDVS evaluation framework 

 

6.2 Collection of Sensor Data 
Experiment data was produced according to the following rules:  
Images were taken by using the left-side smart-phone in the following condition: horizontal 
angle: 0°; vertical angle: 0°; left-right rotation: 0°.  
Images were then taken by using the right-side smart-phone in the following condition: 
horizontal angle: 0~12°; vertical angle: 0~12°; left-right rotation: 0~12° with 4-degree 
adjustment at a time. 

6.3 Comparison of Image Feature Extraction Algorithm Performance 
As the number of features reaches a certain level, the data-processing time increases. As the 
feature extraction speed is fast, the time for image stitching reduces accordingly. In this study, 
10,000 images of 640×360 are extracted by using each algorithm. 
 

Table 2. Interest point extraction algorithms comparison of SIFT, SURF, CDVS 
Class SIFT SURF CDVS 

Avg. extraction time(s) 1.726 0.347 1.111 
Avg. number of interest points(n) 1776.11 1553.95 300 

Avg. number of inliers(n) 155.66 251.68 39.2 
The ratio of inliers per extracted interest points(%) 8.76 16.2 13.06 

 
Table 2 compares the extraction results of SIFT, SURF, and CDVS feature extraction 

algorithms. SIFT algorithm extracted the largest number of features among the three 
algorithms, and its ratio of true points per feature was the lowest down to 8.76%. SURF 
algorithm extracted a number of features within a short time. Its ratio of true points per feature 
was 16.2%, which is the highest among the three. CDVS algorithm extracted only 300 features 
as restricted by the standard. Its ratio of true points per feature was 13.06%, which is the 
medium level among the three. 

6.4 Comparison of Image Stitching Performance 
One of the important elements when it comes to comparison of image stitching performance is 
how long the stitching process takes. Table 3 shows the time that the entire image stitching 
process took when SIFT, SURF, and CDVS algorithms were used respectively. As it did for 
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feature extraction, SIFT algorithm took the longest time for stitching too up to 4.53 seconds. 
SURF algorithm took the shortest time for stitching, 1.116 seconds shorter than that of SIFT 
algorithm. 
 

Table 3. Image stitching time comparison of SIFT, SURF, CDVS 
Class SIFT SURF CDVS 

Avg. stitching time(s) 4.530 1.116 2.477 
 

Image stitching performance may be evaluated, not only based on stitching time, but also 
based on accuracy although there is no appropriate way of stitching accuracy evaluation. In 
this study, the stitching result on the screen is analyzed as it is. To assess the stitching accuracy 
of each algorithm, when two images are perfectly matched with each other, the level is “high”; 
when there are afterimage effects due to some discordance, the level is “middle”; if images are 
discordant, the level is “low”; if an abnormal homography matrix is produced or the stitching 
fails, the level is “failure.” Table 4 shows the table of image stitching accuracy assessment. 
According to the experiment results, for fast featre extraction and accurate stitching, SURF 
algorithm is recommended. 

 
Table 4. Assessment of image stitching accuracy (High: 3; Middle: 2; Low: 1; Failure: 0) – When SIFT, 

SURF, and CDVS images are all in the “high” level, the data is removed. 
Ind
ex Description SIFT SURF CDVS 

1 Reference image - - - 
3 Horizontally 8° tilted image  3 3 2 
7 Horizontally 8°, vertically 4° tilted image 3 2 2 
8 Horizontally 12°, vertically 4° tilted image 3 2 2 
9 Vertically 8° tilted image 3 3 2 

10 Horizontally 4°, vertically 8° tilted image 2 3 1 
11 Horizontally 8°, vertically 8° tilted image 2 3 2 
13 Vertically 12° tilted image 3 3 1 
14 Horizontally 4°, vertically 12° tilted image 1 3 1 
15 Horizontally 8°, vertically 12° tilted image 3 1 0 
16 Horizontally 12°, vertically 12° tilted image 0 1 1 
18 Horizontally 4°, rightwards 4° tilted image 3 3 1 
19 Horizontally 8°, rightwards 4° tilted image 3 3 1 
20 Horizontally 12°, rightwards 4° tilted image 1 2 1 
22 Horizontally 4°, vertically 4°, rightwards 4° tilted image 3 3 2 
23 Horizontally 8°, vertically 4°, rightwards 4° tilted image  3 2 3 
24 Horizontally 12°, vertically 4°, rightwards 4° tilted image  3 2 1 
27 Horizontally 8°, vertically 8°, rightwards 4° tilted image  2 3 1 
28 Horizontally 12°, vertically 8°, rightwards 4° tilted image  3 3 1 
29 Vertically 12°, rightwards 4° tilted image 2 3 1 
30 Horizontally 4°, vertically 12°, rightwards 4° tilted image  2 2 1 
31 Horizontally 8°, vertically 12°, rightwards 4° tilted image 2 2 2 
32 Horizontally 12°, vertically 12°, rightwards 4° tilted image 0 3 3 
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33 Rightwards 8° tilted image 0 3 3 
34 Horizontally 4°, rightwards 8° tilted image  3 2 3 
35 Horizontally 8°, rightwards 8° tilted image 3 3 1 
36 Horizontally 12°, rightwards 8° tilted image 2 3 1 
38 Horizontally 4°, vertically 4°, rightwards 8° tilted image 3 3 2 
39 Horizontally 8°, vertically 4°, rightwards 8° tilted image 3 3 2 
40 Horizontally 12°, vertically 4°, rightwards 8° tilted image 3 3 2 
41 Vertically 8°, rightwards 8° tilted image 0 3 2 
42 Horizontally 4°, vertically 8°, rightwards 8° tilted image 2 3 1 
43 Horizontally 8°, vertically 8°, rightwards 8° tilted image 2 2 3 
44 Horizontally 12°, vertically 8°, rightwards 8° tilted image 2 3 3 
45 Vertically 12°, rightwards 8° tilted image 2 3 1 
46 Horizontally 4°, vertically 12°, rightwards 8° tilted image 1 3 1 
47 Horizontally 8°, vertically 12°, rightwards 8° tilted image 2 3 2 
48 Horizontally 12°, vertically 12°, rightwards 8° tilted image 1 1 1 
49 Rightwards 12° tilted image 3 3 2 
50 Horizontally 4°, rightwards 12° tilted image 3 2 3 
52 Horizontally 12°, rightwards 12° tilted image 3 2 3 
55 Horizontally 8°, vertically 4°, rightwards 12° tilted image 2 3 1 
57 Vertically 8°, rightwards 12° tilted image 3 3 2 
58 Horizontally 4°, vertically 8°, rightwards 12° tilted image 2 3 2 
59 Horizontally 8°, vertically 8°, rightwards 12° tilted image 3 1 3 
60 Horizontally 12°, vertically 8°, rightwards 12° tilted image 1 3 1 
61 Vertically 12°, rightwards 12° tilted image 2 3 1 
62 Horizontally 4°, vertically 12°, rightwards 12° tilted image 2 3 1 
63 Horizontally 8°, vertically 12°, rightwards 12° tilted image 0 1 3 
64 Horizontally 12°, vertically 12°, rightwards 12° tilted image 2 2 1 

Average 2.33 2.65 1.98 
 

In this experiment, a preprocessing step with sensor data is included for image stitching 
robust to 3 different degrees of freedom. Stitching results after preprocessing are presented in 
Table 5. The preprocessing subject is the experiment data that was evaluated as “middle” in 
the stitching evaluation as shown in Table 4. According to the experiment results, the 
preprocessing step with sensor data can enhance the stitching accuracy. 

 
Table 5. Stitching results after preprocessing 

Ind
ex Description SIFT SURF CDVS 

10 Horizontally 4°, vertically 8° tilted image 2->3 3 1->3 
13 Vertically 12° tilted image 3 3 1->1 
14 Horizontally 4°, vertically 12° tilted image 1->1 3 1->1 
15 Horizontally 8°, vertically 12° tilted image 3 1->2 0->1 
16 Horizontally 12°, vertically 12° tilted image 0->3 1->0 1->0 
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18 Horizontally 4°, rightwards 4° tilted image 3 3 1->2 
19 Horizontally 8°, rightwards 4° tilted image 3 3 1->2 
20 Horizontally 12°, rightwards 4° tilted image 1->3 2->2 1->3 
24 Horizontally 12°, vertically 4°, rightwards 4° tilted image 3 2->3 1->2 
27 Horizontally 8°, vertically 8°, rightwards 4° tilted image  2->2 3 1->2 
28 Horizontally 12°, vertically 8°, rightwards 4° tilted image  3 3 1->3 
29 Vertically 12°, rightwards 4° tilted image 2 3 1->2 
30 Horizontally 4°, vertically 12°, rightwards 4° tilted image  2->2 3 1->2 
31 Horizontally 8°, vertically 12°, rightwards 4° tilted image 2->1 2->3 2->3 
32 Horizontally 12°, vertically 12°, rightwards 4° tilted image 0->2 3 3 
33 Rightwards 8° tilted image 0->3 3 3 
35 Horizontally 8°, rightwards 8° tilted image 3 3 1->3 
36 Horizontally 12°, rightwards 8° tilted image 2->3 3 1->2 
41 Vertically 8°, rightwards 8° tilted image 0->3 3 2->2 
42 Horizontally 4°, vertically 8°, rightwards 8° tilted image 2->3 3 1->3 
45 Vertically 12°, rightwards 8° tilted image 2->2 3 1->2 
46 Horizontally 4°, vertically 12°, rightwards 8° tilted image 1->2 3 1->2 
48 Horizontally 12°, vertically 12°, rightwards 8° tilted image 1->3 1->3 1->2 
55 Horizontally 8°, vertically 4°, rightwards 12° tilted image 2->3 3 1->2 
59 Horizontally 8°, vertically 8°, rightwards 12° tilted image 3 1->3 3 
60 Horizontally 12°, vertically 8°, rightwards 12° tilted image 1->3 3 1->2 
61 Vertically 12°, rightwards 12° tilted image 2->2 3 1->3 
62 Horizontally 4°, vertically 12°, rightwards 12° tilted image 2->2 3 1->2 
63 Horizontally 8°, vertically 12°, rightwards 12° tilted image 0->2 1->3 3 
64 Horizontally 12°, vertically 12°, rightwards 12° tilted image 2->3 2->3 1->2 

Average 1.77 
-> 2.57 

2.53 
-> 2.83 

1.30 
-> 2.20 

 

6.5 Comparison of Video Stitching Performance 
The stitching time is an important element in comparison of video stitching performance as 

well. The video stitching experiment in this study was conducted using SURF algorithm, 
which was the fastest and most accurate among three tested algorithms as shown in 6.4. Table 
6 shows the time of stitching all the frame images by means of 10,000 pairs of frame image 
data, the time of stiching with discretely generated homography matrices, and the time of 
stitching with the generated homography matrix calibrated in reference to sensor data. Since 
the image I/O speed is a major factor in video stitching, the image I/O time was included in the 
experiment unlike the calculation of algorithm performance. In general, video frame rates are 
about 30fps. When stitching was performed for every 5 frames, there was little advantage in 
terms of speed. If a homography matrix was randomly generated for 15 frames, the accuracy 
was far inferior. Hence, a homography matrix was generated linearly for the middle 8 image 
pairs out of 10 pairs during the experiment.  
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Table 6. The time that the stitching step took when all the frame images were used, when a homography 
matrix was generated, and when sensor data was used for calibration 

Class Every frame Discrete generation of 
homography matrix 

Sensor data 
calibration w/ 

discrete 
homography 

matrix 
Stitching(s) of 10,000 pairs 25951.83 10463.64 11043.28 

Average time (s) of stitching 
each pair 2.60 1.05 1.10 

 
As for stitching of every frame image, it took about 2.6 seconds, which is the performance 

rate of SURF algorithm. As for stitching by means of the homography matrix generation 
method stated in chapter 5.1, the average stitching time for a pair of frame images was about 
1.05 seconds, which is about 40.5% faster than the way of stitching every frame. It was 
expected that stitching for every 10 images would accelerate the process as much as 90%, but 
the result fell short of the expectation probably due to the linear calculation of a homography 
matrix and the operation delay for homography matrix storage in the C++ STL vector. As for 
stitching with frame images calibrated in reference to sensor data, it took about 1.1 seconds 
including about 0.5 second for image rotation. 

Accuracy is another important factor when it comes to video stitching performance. Fig. 18 
shows frame images when all frame images were used, when the homography matrix was 
generated, and when images were calibrated in reference to sensor data. 
 

 
Fig. 18. Frame images when every frame image was used, when homography matrices was generated, 

and when sensor data was used for calibration 
 

As shown in Fig. 18, the result of stitching all frame images is quite inaccurate because 
SURF feature extraction algorithm was not executed properly. The image generated with a 
homography matrix is inaccurate too, but after calibration with sensor data, the result was 
improved to a large degree. 

Table 7 compares the accuracy when all the 100 frame images extracted from three pairs of 
video data were stitched, when the homography matrix was discretely generated for stitching, 
and when the image was calibrated by means of sensor data. The accuracy score when all the 
frame images were stitched was 2.36 on average. That for stitching with the discretely 
generated homography matrix was decreased to 2.03 on average, which is lower than that of 
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every frame image stitching. The accuracy score when the image was calibrated by means of 
sensor data was improved to 2.16 on average. Although this is lower than that of every frame 
image stitching, the accuracy was improved in comparison with when the discretely generated 
homography matrix was used for stitching. 

 
Table 7. Video stitching evaluation (E1: every frame image stitching, E2: discrete generation of the 

homography matrix and then stitching, E3: sensor data based preprocessing before stitching) 

Index 
Test video set 1 Test video set 2 Test video set 3 

E1 E2 E3 Comp. E1 E2 E3 Comp. E1 E2 E3 Comp. 
1 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
2 3 3 2 Worse 2 1 1 Equal 2 2 3 Better 
3 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
4 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
5 3 2 2 Equal 1 1 1 Equal 2 2 3 Better 
6 3 2 2 Equal 1 1 1 Equal 2 2 2 Equal 
7 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
8 3 3 3 Equal 2 1 1 Equal 2 2 2 Equal 
9 3 3 3 Equal 2 1 1 Equal 2 2 2 Equal 

10 2 2 2 Equal 2 2 2 Equal 2 2 2 Equal 
11 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
12 3 3 2 Worse 1 2 2 Equal 2 2 3 Better 
13 3 2 2 Equal 1 2 2 Equal 2 2 3 Better 
14 3 2 2 Equal 2 2 2 Equal 2 2 3 Better 
15 3 2 1 Worse 2 2 2 Equal 2 2 3 Better 
16 3 2 2 Equal 2 2 2 Equal 2 2 3 Better 
17 3 2 1 Worse 2 2 2 Equal 2 2 2 Equal 
18 3 2 1 Worse 2 2 2 Equal 2 2 3 Better 
19 3 3 2 Worse 2 2 2 Equal 2 2 3 Better 
20 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
21 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
22 3 3 2 Worse 1 1 1 Equal 2 2 2 Equal 
23 3 2 3 Better 1 1 1 Equal 2 2 2 Equal 
24 3 2 2 Equal 1 1 1 Equal 2 2 2 Equal 
25 3 2 2 Equal 3 1 1 Equal 2 2 2 Equal 
26 2 3 2 Worse 1 1 1 Equal 2 2 3 Better 
27 3 3 2 Worse 2 1 1 Equal 2 2 3 Better 
28 3 3 3 Equal 2 1 1 Equal 2 2 3 Better 
29 3 3 3 Equal 2 1 1 Equal 2 2 3 Better 
30 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
31 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
32 3 3 3 Equal 2 2 2 Equal 2 2 3 Better 
33 3 2 2 Equal 2 2 2 Equal 2 2 2 Equal 
34 3 1 1 Equal 3 2 2 Equal 2 2 3 Better 
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35 3 1 1 Equal 3 2 2 Equal 2 2 2 Equal 
36 3 2 2 Equal 2 2 2 Equal 2 2 2 Equal 
37 3 2 2 Equal 2 2 2 Equal 2 2 2 Equal 
38 3 3 3 Equal 1 2 2 Equal 2 2 3 Better 
39 3 3 3 Equal 3 2 2 Equal 2 2 2 Equal 
40 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
41 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
42 3 2 3 Better 3 2 2 Equal 2 2 2 Equal 
43 3 2 3 Better 2 2 2 Equal 2 2 3 Better 
44 3 1 2 Better 2 2 2 Equal 2 2 3 Better 
45 3 1 1 Equal 2 2 2 Equal 2 2 2 Equal 
46 3 1 1 Equal 2 1 2 Better 2 2 3 Better 
47 3 1 1 Equal 1 1 1 Equal 2 2 3 Better 
48 3 1 1 Equal 2 1 1 Equal 2 2 2 Equal 
49 3 2 2 Equal 2 1 1 Equal 2 2 2 Equal 
50 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
51 3 3 3 Equal 1 1 1 Equal 2 2 2 Equal 
52 3 2 2 Equal 2 1 1 Equal 2 2 3 Better 
53 3 2 2 Equal 2 1 1 Equal 2 2 3 Better 
54 3 2 2 Equal 3 1 1 Equal 2 2 3 Better 
55 3 2 1 Worse 2 1 1 Equal 2 2 3 Better 
56 3 1 1 Equal 3 1 1 Equal 2 2 2 Equal 
57 3 1 1 Equal 1 1 1 Equal 2 2 2 Equal 
58 3 2 1 Worse 2 1 1 Equal 2 2 2 Equal 
59 3 2 1 Worse 3 1 1 Equal 2 2 2 Equal 
60 3 3 3 Equal 2 2 1 Worse 2 2 2 Equal 
61 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
62 3 3 2 Worse 2 3 3 Equal 2 2 2 Equal 
63 3 2 2 Equal 3 2 2 Equal 2 2 3 Better 
64 3 2 2 Equal 3 2 2 Equal 2 2 2 Equal 
65 3 2 2 Equal 1 2 2 Equal 2 2 2 Equal 
66 3 2 1 Worse 2 2 3 Better 2 2 2 Equal 
67 3 2 2 Equal 2 2 3 Better 2 2 2 Equal 
68 3 3 3 Equal 2 2 3 Better 2 2 2 Equal 
69 3 3 3 Equal 2 2 3 Better 2 2 2 Equal 
70 3 3 3 Equal 3 3 3 Equal 2 2 2 Equal 
71 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
72 3 3 3 Equal 3 2 2 Equal 2 2 2 Equal 
73 3 2 2 Equal 3 2 2 Equal 2 2 2 Equal 
74 3 1 2 Better 1 2 2 Equal 2 2 2 Equal 
75 3 2 3 Better 3 2 2 Equal 2 2 2 Equal 
76 3 2 3 Better 3 2 2 Equal 2 2 2 Equal 
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77 3 3 3 Equal 2 2 3 Better 2 2 2 Equal 
78 3 3 3 Equal 2 3 3 Equal 2 2 2 Equal 
79 3 3 3 Equal 2 3 3 Equal 2 2 2 Equal 
80 3 3 3 Equal 3 3 3 Equal 2 2 2 Equal 
81 3 3 3 Equal 3 3 3 Equal 2 2 2 Equal 
82 3 2 3 Better 3 2 3 Better 2 2 2 Equal 
83 3 2 3 Better 3 2 3 Better 2 2 2 Equal 
84 3 2 2 Equal 3 2 2 Equal 2 2 2 Equal 
85 3 2 2 Equal 3 2 2 Equal 2 2 2 Equal 
86 3 2 3 Better 3 2 2 Equal 2 2 2 Equal 
87 3 1 2 Better 3 3 3 Equal 2 2 2 Equal 
88 3 2 3 Better 2 3 3 Equal 2 2 3 Better 
89 3 3 3 Equal 3 3 3 Equal 2 2 2 Equal 
90 3 3 3 Equal 3 3 3 Equal 2 2 2 Equal 
91 3 3 3 Equal 3 3 3 Equal 2 2 2 Equal 
92 3 2 3 Better 3 2 2 Equal 2 2 3 Better 
93 3 2 2 Equal 3 2 2 Equal 2 2 3 Better 
94 3 2 2 Equal 2 2 2 Equal 2 2 2 Equal 
95 3 2 2 Equal 3 2 2 Equal 2 2 2 Equal 
96 3 2 2 Equal 2 2 2 Equal 2 2 2 Equal 
97 3 2 3 Better 3 2 2 Equal 2 2 2 Equal 
98 3 2 3 Better 3 2 3 Better 2 2 2 Equal 
99 3 2 3 Better 3 2 3 Better 2 2 2 Equal 

100 3 3 3 Equal 2 2 2 Equal 2 2 2 Equal 
Avg. 2.98 2.32 2.34 - 2.11 1.78 1.87 - 2.00 2.00 2.28 - 
Equal 70 89 72 
Better 16 10 28 
Worse 14 1 0 

 
Five pairs of video data were added to the experiment result shown in Table 7, and 100 

frame images were extracted by using eight pairs of video data in total. The result of stitching 
with the discretely generated homography matrix was then compared with the result of 
calibration in reference to sensor data as shown in Table 8. The improvement rate of stitching 
with sensor data was 26.13% on average, and the deterioration rate was 11.63% on average. 
The rate of no change despite calibration was 62.25%. Thus, the percentage of stitching 
accuracy improvement is higher than that of deterioration. 
 

Table 8. Result of calibration in reference to sensor data 
Class Equal (%) Better (%) Worse (%) 

Video set 1 70 16 14 
Video set 2 89 10 1 
Video set 3 72 28 0 
Video set 4 58 15 27 
Video set 5 28 72 0 
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Video set 6 56 22 22 
Video set 7 63 18 19 
Video set 8 62 28 10 

Average 62.25 26.13 11.63 

7. Conclusion 
Important elements in the performance evaluation of algorithms for image feature extraction 
include the time of extraction and stitching, ratio of true points per extracted feature, and 
matching accuracy. Under constraint described in chapter 5, SURF algorithm shows the 
shortest extraction and stitching time, and the highest ratio of true points per extracted features. 
The level of matching accuracy of SURF was the highest among three compared algorithms.  

This study intends to improve stitching accuracy through 3D rotation of each image in 
reference to sensor data prior to extracting image features in the existing way of image 
stitching. To verify stitching accuracy improvement, the preprocessing step was applied to 
data whose stitching accuracy was “middle” or lower. Although the reliability was not high 
when the accuracy was judged visually, accuracy improvement was significant compared to 
the time that the suggested method took, and this way of image stitching was thus proved 
effective.  

The homography matrix was discretely calculated to shorten the time that video stitching 
would take. To improve the accuracy, image preprocessing was performed prior to video 
frame stitching. When the proposed method was applied, stitching was faster than that of the 
existing one. In addition, the use of sensor data along with the discrete generation of 
homography matrices enhanced the stitching accuracy further. The stitching results are similar 
to that of stitching every frame while the stitching speed decreased about 40%. 
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