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Abstract 

 
The aim of image annotation is to determine labels that can accurately describe the semantic 
information of images. Many approaches have been proposed to automate the image 
annotation task while achieving good performance. However, in most cases, the semantic 
similarities of images are ignored. Towards this end, we propose a novel Visual-Semantic 
Nearest Neighbor (VS-KNN) method by collectively exploring visual and semantic 
similarities for image annotation. First, for each label, visual nearest neighbors of a given test 
image are constructed from training images associated with this label. Second, each 
neighboring subset is determined by mining the semantic similarity and the visual similarity. 
Finally, the relevance between the images and labels is determined based on maximum a 
posteriori estimation. Extensive experiments were conducted using three widely used image 
datasets. The experimental results show the effectiveness of the proposed method in 
comparison with state-of-the-arts methods. 
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1. Introduction 

With the popular of media sharing websites and social networks, increasing numbers of 
people upload their images or videos to share them with their friends on the Internet, which 
has led to an explosive growth in the number of images. To improve the performance of 
visual classification and retrieval, it is necessary to assign relevant labels to images, i.e., 
image annotation. Image annotation is challenging due to the well-known semantic gap [1] 
and the expensive cost of labeled data. 

Many image annotation methods have been proposed to estimate the relevance between 
images and labels [2-10]. These methods train annotation models using manually labeled 
data. They cannot address the annotation problem of a massive number of images, and so 
their performance is not satisfactory. As a consequence, some approaches have been 
proposed to train image annotation models by collecting images associated with tags from 
the Internet [11] [12] [13]. However, due to the imperfection of the tags, in particular 
incompleteness, inconsistency and error-proneness, they cannot make full use of semantic 
and visual information together to improve the image annotation performance.  

 Towards this end, we propose a novel Visual-Semantic Nearest Neighbor (VS-KNN) 
method for image annotation by collectively exploring visual and semantic information, as 
illustrated in Fig. 1. Specifically, given a test image, subsets of its nearest neighbors are first 
constructed from training images associated with each label. Due to the imperfection of 
image labels, another subset for each label is constructed by choosing images from the 
remaining images associated with the corresponding label. The visual and semantic 
information is jointly explored to identify the relevant images. Finally, the maximum a 
posteriori estimate is utilized to estimate the relevance between the test images and labels 
based on the selected two neighbor subsets. To evaluate the effectiveness of the proposed 
method for image annotation, we conducted experiments on three widely used datasets, i.e., 
Corel 5K [14], IAPR TC12 [15] and ESP Game [16]. The encouraging experimental results 
show the superiority of the proposed VS-KNN method over state-of-the-art methods. 

In this paper, we propose a new method, KNN-GSR. First, we obtain subsets of the 
training images based on their labels. Second, we use the traditional 2PKNN method to 
obtain the visual neighbors of the test image in each subset. Then, we find the semantic 
neighbors of the visual neighbors in each subset. Finally, according to Bayes Theorem, we 
make use of all the neighbors to assign the importance for each label. 

The key contributions of this work are as follows. 1) We propose a novel nearest neighbor 
method for image annotation by exploring the visual and semantic information 
simultaneously. 2) The imperfection of an image’s labels is addressed by using its neighbors’ 
labels to improve its labels. 
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The remainder of this paper is organized as follows. In Section 2, we briefly introduce 
related work, including discriminative models, generative models, graph-based learning 
methods and nearest neighbor based methods. In Section 3, we describe the proposed 
VS-KNN method in detail. In Section 4, we discuss the experiments and their results. Final 
conclusions are drawn in Section 5.  

2. Related Work 

Image annotation, considered a promising area in computer vision, has attracted significant 
attention. We can divide existing approaches into four main categories: discriminative 
models, generative models, graph-based learning methods and nearest neighbor methods. 

 

Fig. 1. The framework of our method 

The discriminative models are aimed at predicting the class of an image label using several 
classifiers, each of which is trained for a specific label. Previously, images were usually 
classified into two categories [17]. However, in practice, there are more than two labels 
associated with an image. Therefore, it is necessary to consider image annotation as a 
multi-class classification problem. Carneiro et al. proposed a new probabilistic formulation 
for image annotation [18]. To solve the problem of confusing labels, Lavreko et al. recently 
presented an SVM based model by modifying the SVM hinge loss function [4]. However, 
such models face the problem of unbalanced training data for the positive and negative label 
classes, and typically the number of negative images is huge. 
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The generative models can be further considered as a collection of topic models and 
mixture models. In topic models, the images are seen as samples from a specific mixture of 
topics. Each topic in the mixture is a distribution of image features and corresponding 
annotation words. The following are instances of topic models. Barnard et al. proposed a 
topic model, Latent Dirichlet allocation (CorrLDA), in which the associations between 
image regions and labels are regarded as a mixture of latent topics [19]. Duygulu et al. 
presented machine translation methods, which learn a maximum likelihood association 
between image regions and labels in order to translate discrete image features into a 
vocabulary [14]. In the mixture model that is considered an important part of generative 
models, a joint distribution over image features and labels is defined. We can then regard the 
process of image annotation as learning the non-parametric density estimators over the 
co-occurrence of images and labels. In the continuous relevance model (CRM), each image 
can be divided into regions, which can be further regarded as continuous-valued feature 
vectors [20]. Jeon et al. proposed a cross-media relevance model (CMRM) that considers 
image annotation as a cross-lingual retrieval problem [21]. However, the above two models 
aim to maximize the generative data likelihood, which is not optimal for predictive 
performance. 

Graph-based learning methods have been proposed to solve the image annotation issue. 
Pham et al. presented a new BG model, which works on a bi-relational graph of images and 
labels [22]. Optimal Graph Learning (OGL) [23] can address noisy label problems, and it 
can embed the relationships among the data points more accurately. Su et al. presented a 
novel graph learning based method, which propagates the labels on the graph corresponding 
to the K nearest neighbors of a test image [24]. However, due to their high time and space 
complexity, graph-based learning methods are not realistic in the real world. The 
performance of these models becomes even worse when the vocabulary becomes large. 

Nearest neighbor methods have attracted increasing attention because of their 
effectiveness. We can consider the methods as sharing common labels among similar images 
[31]. For example, Makadia et al. proposed Joint Equal Contribution (JEC), which treats 
image annotation as a retrieval issue [15]. Guillaumin et al. presented a new nearest neighbor 
method, TagProp [25], which aims to annotate images automatically through label relevance 
prediction. Recently, Verma et al. proposed 2PKNN [26]. First, the method uses 
“image-to-label” similarities, then it uses “image-to-image” similarities. Thus, 2PKNN can 
make use of the two advantages mentioned above at the same time. 

3. The Proposed Method 

In this section, we propose a novel VS-KNN method for image annotation, which can mine 
visual and semantic similarities simultaneously. For visual similarity, we use the first step of 
2PKNN [26] to obtain the visual neighbors of a test image. Then, for semantic similarity, we 
mine it using the proposed method. At the same time, due to the imperfection of labels of an 
image, namely incompleteness, inconsistency and error-proneness, we can also use our 
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method to address the problem of making the labels better. Finally, the importance of each 
label is assigned based on image similarity to further annotate the test image. We show a 
summary of the symbols used in this paper in Table 1. 

Table 1. Descriptions of symbols 

 

   Symbols                     Descriptions 
    

   X                 the collection of training images 
   ix                 the ith image in the training set 

   n                  the number of training data 
   L                  the dictionary of labels 
   il                  the ith label in the dictionary 

   iy                 the label set of the image ix  

   I                  the test image 
   iT                 the subset of training data that consists of all the images annotated 

                     with the label il  

   iIT ,                the 1K  nearest neighbors of the test image I  in the subset iT  

   IT                 the 1K  nearest neighbors of the test image I  in all subset     

   iITother ,           the other images in the subset iT except for the neighbors iIT ,  of the 

                     test image I  
  ),( kj xxS           the similarity between image jx  in ,I iT and image kx  in ,I iTother  

  ),( kj xxD           the visual distance between the image jx  and the image kx  

  ),( kj xxdis          the tag distance between image jx  and image kx  

  jiIP ,,                the 2K  images in iITother ,  that are the nearest to image jx in  

                     iIT ,  

  β                  the contribution of image ix  when using it to predict the labels 

  )( Ylk ∈δ           whether or not the label kl  appears in the image ix  

 

3.1 Nearest Neighbors of a Test Image 

Denote dn
n RxxxX ×∈= },...,,{ 21  as a collection of n images where )1( niRx d

i ≤≤∈  

is the ith datum. Let cn
clllL ×∈= }1,0{},...,,{ 21  be a dictionary consisting of c labels. The 

training set )},(),...,,(),,{( 2211 nn yxyxyxT =  contains pairs of the image ix  and its 

label set iy , where each c
iy }1,0{∈ . Then, 1)( =kyi  if ix  is annotated with the kth 
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label and 0)( =kyi  otherwise. According to [26], we can use its method to solve the issue 

of class-imbalance and weak-labeling. Define },...,1{, ciTTi ∈∀⊆  as the subset of 

training data that consists of all the images annotated by the label ]),...,1[( cili ∈ . We can 

regard iT  as a similar group in terms of image semantics because it contains images with 
one common label. 

Given a test image I , 1K  nearest images are selected from each semantic group by 
computing the visual distance between images in the group and the test image and then 
forming the sets iIT , . Therefore, there are the more informative images in each iIT ,  so that 

the results of prediction are effectively improved. After that, we merge all of them to form 
the neighbors of the image I  according to iIcicIIII TTTTT ,],...,1[,2,1, }...{ ∈==  . 

3.2 Improvement of Neighbors’ Labels 

We can never obtain perfect results, which may be the result of incomplete or noisy tagging. 
To address the problem, we propose a novel method that uses the other images in each subset, 
except for the neighbors of the test image I  to improve the labels of the neighbors.  

Define other images in each subset iT , except the neighbors iIT ,  of the image I , as 

iIiiI TTTother ,, \= . This generates the similarity between each image in iIT ,  and in 

iITother ,  as 

             

iI

iI

kjkjkj

Totherk
Tjts

xxdisxxDxxS

,

,..
),()1(),(),(

∈

∈

−+= αα
                   (1) 

 
where ),( kj xxD  and ),( kj xxdis , respectively, denote the visual and tag distance 

between image jx  in iIT ,  and image kx  in iITother , . We select 2K  images in 

iITother ,  that are the nearest to image jx  to form the subset jiIP ,,  and then merge them 

all to form a set IP  in order to further improve the neighbors’ labels. 

Algorithm 1.  The VS-KNN method 
                                                                                                                                                 
Input:   
The training image features dnRX ×∈ ; The training image labels cnRY ×∈ ; The test 

image features dRI ×∈ 1 ; 
  Output: 

The importance of each label. 
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1: obtain the subset of the training set },...,1{, ciTTi ∈∀⊆ ; 
2: set t=1, IT  and IP  are both null sets; 
3: repeat 

compute the visual distance between each image in tT  and the test image I ; 
  choose the K1 nearest neighbors to form the set tIT , ; 

  }{ ,tIII TTT ∪= ; 

  tIttI TTTother ,, \= ; 

  compute the similarity between each image in tIT ,  and in tITother ,  using (1); 

  choose the K2 nearest neighbors to form the set tIP , ; 

  }{ ,tIII PPP ∪= ; 
 until t>c 

   4: compute the posterior probability for the test image I  given each label 
},...1{, cklk ∈∀  using (2) and (3); 

   5: assign the weights for IP  and IT  using (4); 
   6: assign the importance to each label using (5) and (6); 
 

3.3 Assign Importance to Each Label 

First, for the set II PT , , we respectively define the posterior probability for image I  given 

a label kl  as 

 
                     ∑

∈

∈⋅=
Iii

i
Tyx

kxIkT YllIP
),(

, )()|( δβ                         (2) 

                                                           
                   ∑

∈

∈⋅−=
Iii Pyx

kikP YlxISlIP
),(

)()),(exp()|( δ                (3) 

 

where )),(exp( ixID−=β  denotes the contribution of image ix  when we use it to 

predict the label kl  according to their visual similarity; and )( Ylk ∈δ  denotes whether or 

not the label kl  appears in the image ix  such that 1)( =∈Ylkδ  if ix  is annotated with 

the label kl , otherwise 0)( =∈Ylkδ . 

Then, given the label kl , we can obtain the posterior probability for I  as follows:                                 

                 )|()1()|()|( kPkTk lIPlIPlIP ⋅−+⋅= θθ                (4) 
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According to Bayes Theorem, we can define the posterior probability for the label kl  
given a test image I  as 

                  
)(

)|()()|(
IP

lIPlPIlP kk
k =                             (5) 

Finally, given a test image I , the best label for it is given by 

                  )|(maxarg* IlPl kk
=                                (6) 

The proposed VS-KNN method is summarized Algorithm 1. 

 

3.4 Computation Complexity Analysis 

Now, we briefly analyze the computational complexity of our method. For a test image I , 
it takes )(ckO  to obtain IT , and it takes )( jLO  to obtain IP , where k is the number of 
selected visual neighbors in each subset, j is the number of selected semantic neighbors in 
each subset, and L is the number of corresponding labels of the semantic neighbors. The 
complexity of calculating the distance matrix between the n training images and m test 
images is )(mnO . Thus, the overall cost for the proposed VS-KNN is ))(( mnjLckmO ++ . 

4. Experimental Results and Analysis 

In this section, the datasets used in our experiments and the corresponding features will be 
described. After that, we will introduce the evaluation metrics for image annotation and 
provide analysis results. 

4.1 Datasets Description 

In the experiments, we used three widely used datasets to evaluate performance and 
compared the proposed method with several existing image annotation methods. 

Corel 5K: This dataset has become the most common dataset used for comparing the 
performance of image annotation. There are 4500 training images and 499 test images. The 
dataset has a dictionary of 260 labels. Each image is annotated by 3.4 labels on average. 

IAPR TC12: This dataset consists of 19627 images and is further split into 17665 training 
images and 1962 test images. The size of the dictionary is 291 with an average of 5.7 labels 
for each image. 

ESP Game: This dataset is a collection of images annotated using an on-line game, in 
which the same label for an image must be assigned by two players without any 
communication in order to gain points. This dataset consists of 18689 training images and 
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2081 test images and has a dictionary of 268 labels with 4.7 labels on average. 

Information on these datasets is shown in Table 2. 

Table 2. Details for the three datasets used in this work 

Dataset No. of 
images 

No. of 
labels 

No. of training 
images 

No. of test 
images 

Labels per image (mean, 
maximum) 

Corel 5K 4999 260 4500 499 3.4, 5 
IAPR 
TC12 19627 291 17665 1962 5.7, 23 

ESP 
Game 20770 268 18689 2081 4.7, 15 

4.2 Features 

In the experiments, we compared the performance of our method with several existing 
methods by using similar features with [25] and formed the features as a set. There are 15 
local and global features in the set. The local features include SIFT and hue descriptors. We 
obtain them densely from Harris-Laplacian interest points and a multi-scale grid. The global 
features consist of the GIST descriptor and color histograms in RGB, LAB and HSV. It is 
necessary to encode the spatial information of an image by calculating the SIFT, hue 
descriptors and color histograms over three equal horizontal partitions for each image. We 
use 2χ  for the SIFT and hue descriptors, 1L  for the color histograms and 2L  for the Gist 
to compute the distance between two features. 

4.3 Evaluation Measures 

To evaluate the performance of our method, the annotation precision and recall for each label 
was calculated for the test set. Suppose there are 1m  images annotated with the label kl in 

the ground-truth, and 2m  images predicted with the label kl  in testing which 3m  

predictions are correct. Then, for the label kl , the precision will be 3

2

Pr m
m

= , and the recall 

will be 3

1

Re m
m

= . We computed these values for each label and obtained the average 

precision P  and the average recall R  for each label. Then, the percentage 
)/(21 RPRPF +⋅⋅=  by using P  and R  was found. In addition, N+, which denotes 

the number of labels that are correctly assigned to at least one test image, was also calculated. 
To evaluate our method, we use two criteria, 1F  and N+. 

4.4 Results and Analysis  

To determine the performance of VS-KNN, we compared it with several methods, including 
MBRM [27], JEC [15], RF-opt [28], CCD [29], TagProp [25], FastTag [2] and 2PKNN [26]. 
To compare the algorithms fairly, the experiments were based on the same features and 
settings. We assume that each test image is annotated by 5 labels. Table 3-5 shows the 
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comparison of different methods. Included are the results from [24] of the Corel 5K dataset, 
IAPR TC12 dataset and ESP Game dataset. "P", "R" and "F1", respectively, show the 
precision, recall and F1-measure. From the results, we see that the annotation accuracy of 
VS-KNN is superior to the state-of-the-art methods, except for 2PKNN-ML. The reasons are 
twofold: (1) The proposed VS-KNN method enables the mining of visual and semantic 
similarities simultaneously to uncover more useful information; (2) VS-KNN can address the 
problem of the noisy/incomplete tags by exploring the tagging information of the other 
images in each subset to improve the label quality. 

  The results in Table 3-5 show the annotation performance of VS-KNN is lower than 
2PKNN-ML. This is because 2PKNN-ML also introduces metric learning to decrease the 
intra-class distance and increase the inter-class distance, which also increases the 
computational complexity. The complexity of 2PKNN-ML is 

))2()(( 4 qpnIImjLckmO vw ⋅⋅⋅++  while that of VS-KNN is ))(( mnjLckmO ++ , where 
m, n and c respectively, denote the number of test images, training images and labels. wI  
and vI  are the number of iterations. We see that VS-KNN is competitive with 2PKNN-ML 
when comprehensively considering accuracy and time cost. 

  Next, we conducted experiments to study the parameter sensitivity. The results are shown 
in Figure 2. From the results, we see that the parameter θ  in equation (4) influences the 
results. The proposed method achieves the best results when the value of the parameter θ  is 
0.6, 0.4 and 0.6 for the Corel 5K, IAPR TC12 and ESP Game datasets, respectively.  

    

             Fig. 2. The F1-score of the three datasets with different θ  values 
 

Table 3. Comparison of different methods for the Corel 5K dataset 

Method P R F1 N+ 
MBRM 24 25 24.5 122 
JEC 27 32 29.3 139 
RF-opt 29 40 33.6 157 
CCD 36 41 38.3 159 
TagProp-SD 28 35 31.1 145 
TagProp-ML 33 42 37 160 
FastTag 32 43 32.3 166 
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2PKNN 39 40 39.5 177 
2PKNN-ML 44 46 45.0 191 
VS-KNN 39.8 41.8 40.7 187 

 

Table 4. Comparison of different methods for the IAPR TC12 dataset 

Method P R F1 N+ 
MBRM 24 23 23.5 223 
JEC 28 29 28.5 250 
RF-opt 44 31 36.4 253 
CCD 44 29 35 251 
TagProp σ SD 41 30 34.6 259 
TagProp σ ML 46 35 39.8 266 
FastTag 47 26 33.5 280 
2PKNN 49 32 38.7 274 
2PKNN σ ML 54 37 43.9 278 
VS-KNN 44.6 37 40.5 278 

 

Table 5. Comparison of different methods for the ESP Game dataset 

Method P R F1 N+ 
MBRM 18 19 18.5 209 
JEC 22 25 23.4 224 
RF-opt 41 26 31.8 235 
CCD 36 24 28.8 232 
TagProp σ SD 39 24 29.7 232 
TagProp σ ML 39 27 31.9 239 
FastTag 46 22 29.8 247 
2PKNN 51 23 31.7 245 
2PKNN σ ML 53 27 35.7 252 
VS-KNN 32.7 33.3 33 255 

 

Table 6. Some examples of annotation results on the Corel 5K dataset. 

 
image 

ground 
truth 

predicted 
labels 

 
image 

ground 
truth 

predicted 
labels 

 

 
mountain 
sky 
sun 
water 

 
sky 
sun 
water 
clouds 
people 
 

 

 
sky 
jet 
plane 

 
sky 
water 
clouds 
jet 
plane 
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coral 
fish 
ocean 
reefs 

 
water 
tree 
people 
coral 
ocean  

 
sky 
tree 
flowers 
tulip 

 
sky 
water 
tree 
grass 
flowers 

 

 
wall 
cars 
tracks 
formula 

 
wall 
cars 
tracks 
formula 
water  

 
 
sky 
water 
 

 
mountain 
sky 
water 
clouds 
plane 

 

 
water 
bear 
black 
river 

 
water 
bear 
snow 
black 
birds  

 
water 
grass 
cat 
tiger 

 
water 
tree 
grass 
cat 
tiger 
 

 

 
field 
horses 
mare 
foals 

 
field 
horses 
mare 
foals 
grass 

 

 
tree 
plane 
herd 
zebra 

 
tree 
plane 
herd 
zebra 
grass 

 

To illustrate the annotation results of the proposed method, some examples from the Corel 
5K dataset are selected. The annotation results are shown in Table 6, along with the ground 
truth. After each image, the first column is the ground truth and the second column shows 
the predicted labels. Note that in the experiment, the number of predicted labels is set to five 
for each image. However, an image usually has fewer labels for the ground truth in the Corel 
5K dataset. This shows that although the ground truth labels may be incomplete, our method 
can yield relevant labels. For example, in the 7th image, the predicted label ‘snow’ is relevant 
to the image; however, the label does not appear in the ground truth. 

5. Conclusion 

In this paper, we propose a novel nearest neighbor method for image annotation, VS-KNN, 
which is able to mine visual and semantic similarities simultaneously. For visual similarity, 
we obtain the visual neighbors with a first pass of 2PKNN. For the semantic similarity, our 
proposed method, VS-KNN, achieves its goal. At the same time, our method can improve 
the labeling of an image by using the labels of its visual and semantic neighbors to improve 
its labels. We conducted extensive experiments with three datasets. Compared to the other 
methods mentioned above, the proposed method shows better performance. Based on the 
results, we conclude that our method outperforms current state-of-the-art methods.  
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