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Abstract 

 
In order to improve the embedding rate of reversible watermarking algorithm for digital 
image and enhance the imperceptibility of the watermarked image, an adaptive reversible 
image watermarking algorithm based on DE is proposed. By analyzing the traditional DE 
algorithm and the generalized DE algorithm, an improved difference expansion algorithm 
is proposed. Through the analysis of image texture features, the improved algorithm is 
used for embedding and extracting the watermark. At the same time, in order to improve 
the embedding capacity and visual quality, the improved algorithm is optimized in this 
paper. Simulation results show that the proposed algorithm can not only achieve the blind 
extraction, but also significantly heighten the embedded capacity and non-perception. 
Moreover, compared with similar algorithms, it is easy to implement, and the quality of the 
watermarked images is high. 
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1. Introduction 

Reversible image watermarking is the premise of ensuring the visual quality of the original 

image. The watermark is embedded into the original image, and when the watermark is 
extracted, the original image can be recovered without damage. Compared with traditional 
digital image watermarking [1], reversible image watermarking raises higher requirements 
for watermark embedding, which also enables it to have a wider research and application 
significance in judicial, military and medical fields that have a high demand for image 
authenticity and integrity. One of the basic objectives of the reversible image watermarking 
algorithm is to obtain the maximum effective information embedding quantity with small 
distortion.  

Reversible data hiding techniques can be classified into two approaches: spatial domain 
and transform domain. In spatial domain techniques, the pixel values of some bits in the 
image are changed to hide data. Transform domain techniques, on the other hand, conceal 
information in the image area that is less exposed to cropping, compression, and image 
processing, and that is considered as an advantage over spatial domain techniques [2,3]. 
Currently, the majority of digital image data hiding techniques are spatial-domain ones. 
Difference expansion (DE) is a digital image revisable data hiding technique introduced by 
Tian et al. [4]. In Tian’s scheme, the average value and the difference between two adjacent 
pixels were calculated. The difference is then doubled to generate an even value. Then, the 
secret bit is added into the even value to produce an expansion difference. The expansion 
difference is then equally shared with the adjacent pixels. It is motivated by its high payload 
capacity and low distortion rate. 

Tzu et al. [5] proposed a difference expansion-based lossless data embedding technique. 
This technique divides every pixel in the original cover image into two nibbles, and each 
nibble pair between any two adjacent pixels can be utilized to hide secret information. The 
results demonstrated that this technique can quickly and correctly extract hidden information, 
hide a large payload capacity without causing any visual deformation, and retrieve original 
cover image from the stego one. Literature [6-8] constructed a prediction operator which 
could remove pixel relativity to improve the concentration of prediction difference, and then 
respectively adopted the difference expansion embedding method or histogram translation 
embedding method to embed the watermark into the prediction difference. Among the 
algorithms, Luo et al.’s algorithm [6] had the best interpolation effect with highest 
interpolation concentration. So the algorithm also has the best integral performance. 
Chrysochos et al. [9] put forward a reversible data hiding technique based on DE in triplets. 
It can embed two bits of secret information in a triplet of coefficients. Liu et al. [10] 
proposed a reversible data hiding method based on DE and bilinear interpolation. In their 
scheme, two secret bits could be embedded into one cover pixel. This approach divides the 
cover image into several blocks that are sized 2×2. Next, the prediction value is produced by 
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the bilinear interpolation method, and the difference between the current embedding pixel 
and the prediction value is calculated for each block. The maximum absolute difference for 
each block is extracted to determine whether each pixel in a block can embed two secret bits 
or not. If the maximum absolute difference is smaller than the predetermined threshold, then 
the pixel can embed two secret bits. Therefore, the ideal hiding capacity of this method is 
better than that of the other three methods [11, 12, 13]. Combined difference expansion with 
LSB algorithm proposed in Literature [14], the reversible image watermarking algorithm 
obtains larger embedding capacity with better visual quality. It is unavoidable that distortion 
from the original image will happen when embedding watermarking information. Therefore, 
in order to further reduce the image distortion, Li et al. [15] proposed a reversible 
information hiding algorithm based on pixel sequence and prediction difference. Regardless 
of its improvement in the hiding image quality, it has low embedding capacity. The bigger 
the image block is, the lower the capacity is. Lin et al. [16] proposed the algorithm of 
combining histogram translation with prediction difference to enlarge the embedding 
capacity of reversible watermarking and have a good effect. Lu et al. [17] proposed a 
reversible hiding method based on the DE, histogram and bilinear interpolation. The 
proposed method does not need to search for the peak points, nor does extra data need to be 
compressed. In the proposed method, the pixel (except for the reference pixel) in a smooth or 
complex region can embed secret data. After some secret data are embedded, the remaining 
secret data are embedded into the reference pixel. Consequently, the proposed method can 
embed a large amount of secret data. Hala et al. [18] proposed an adaptive difference 
expansion-based reversible data hiding technique with the capability of embedding either 
three bits or two bits or one bit for each pixel. To embed and extract data, the proposed 
technique has some salient features such as its capability to control the embedding capacity 
by using three global embedding parameters. These parameters are computed using the 
statistics of the embedded pixel surrounding pixels. The proposed technique has a high 
payload capacity and a good PSNR. 

For the difference expansion embedding method, the overflow location map is one of 
the important factors that affect the embedding capacity, and it is very important to improve 
the performance of the algorithm. A reversible watermarking algorithm based on difference 
expansion and reversible contrast graph was proposed in literature [19] to divide the image 
into 2×2 image blocks. In each image block, the first two pixels are reversible contrast image 
pixel pairs, and the other two pixels are the difference extended pixel pairs, and the two pixel 
pairs are used for embedding information. Reversible contrast image pixel pairs are mainly 
used to embed small amount of additional information to replace location image, which can 
improve the embedding capacity. However, half of the pixel pairs in the algorithm adopt 
reversible contrast image translation, and the image quality decreases a lot. Literature [20] 
raised a reversible embedding method based on differential histogram translation. In order to 
avoid the pixel overflow, the method adjusts the pixel values to a certain range before 
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translation, and records the positions of the pixels in the position map. This embedding 
method is quite distinctive in dealing with pixel overflow. But the compressed position map 
needs to be embedded. 

Based on the analysis of the traditional difference expansion watermarking algorithm, 
an improved reversible image watermarking algorithm based on adaptive difference 
expansion is proposed in this paper. This algorithm can not only improve the embedding 
capacity and reduce the image distortion effectively, but also avoid the pixel overflow. 

The rest of this paper is organized as follows: Section 2 presents related work of 
difference expansion watermarking. Section 3 introduces the details of the proposed 
watermarking technique. In Section 4, the performance evaluation and experimental results 
of proposed watermarking technique and other similar techniques are presented. Finally, 
Section 5 summarizes the paper. 

2. Correlation Algorithm 

2.1 DE algorithm 

Tian [4] proposed that the expansion algorithm based on the adjacent pixels was to conduct 
integer transform of any one of the image pixels P=(x, y) and get the mean value l and the 
difference value h. Accordingly, the mean value l and the difference value h can lossless 
restore the original image pixel values x and y after the inverse transform. 

Positive transform: 
2

x yl + =   
, h = x – y  

inverse transform： 1
2

hx l + = +   
, 

2
hy l  = −   

 

The resulting difference h is shifted left 1 bit, and the watermark is embedded into its 
least significant bit, and this is the difference expansion. Its mathematical expression is: ℎ′= 
2h +b. 

Meanwhile, the pixel values obtained after embedding the watermark by the difference 
expansion may cause the pixel overflow, so x, y acquired by inverse transform should be 
limited to the range of [0, 255], or it will no longer be reversible in watermark extraction and 
image restoration. Therefore, ℎ′should be restricted: ' (2(255 ) 2 1)h min l l≤ − +,  

The difference expansion watermarking algorithm is based on the difference between 
the pixels in the image for watermark embedding, and its embedding capacity is limited. 
To this end, a watermarking algorithm based on generalized difference expansion arises 
spontaneously. 

2.2 Generalized DE method 

Compared to the adjacent pixel expansion algorithm presented by Tian, generalized 
difference expansion algorithm makes more fully use of the redundant information between 
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adjacent pixels. It picks up a plurality of adjacent pixels for processing, and which can be 
used to embed more watermark information. This paper uses this method to embed 
information into the selected original image pixel blocks. Suppose X=(x0, x1, x2, x3,…, xn-1) is 
a set of pixel values, the direct transform of the generalized integer transform is: 

1 1

0 0

 /  
n n

i i i
i i

x a x a
− −

= =

 
=  
 
∑ ∑                                             (1)  

1 1 0   d x x= −  

2 2 0   d x x= −  
•
•
•

 

1 1 0n nd x x− −= −  
For a group of pixel interpolations 𝑑1,𝑑2 , …, 𝑑𝑛−1 ,  Equation (2) can be used 

separately to hide 1 bit watermark information b: 
' 2i id d b= × +                                                 (2) 

Where 𝑑𝑖′  is the pixel difference after embedding the watermark. It requires the 
watermark embedding process not to cause the overflow of image pixel values. The 
corresponding inverse transform is: 

1 1
' '
0

1 0

/
n n

i i
i i

x x d a
− −

= =

 
= −  

 
∑ ∑                                          (3) 

' ' '
1 0 1       x x d= +  
' ' '
2 0 2x x d= +  

•
•
•

 

' ' '
1 0 1n nx x d− −= +  

A set of pixel values X′ = (𝑥0′ ,  𝑥1′ ,  𝑥2′ , 𝑥3, … ,  𝑥𝑛−1′ ) is generated by the generalized 
difference expansion algorithm, in which the mean of the group pixels is: 

1 1
' '

0 0

 /
n n

i i i
i i

x a x a
− −

= =

 
=  
 
∑ ∑                                           (4) 

After deduction and calculation, �̅�′ − �̅� = 0. Visibly a group of pixels have the same 
group mean value after the generalized difference expansion transform. After using the 
generalized difference expansion algorithm to embed information into the pixel blocks, the 
mean value of the block pixels should be unchanged, and that is a fairly strict requirement. 

2.3 Image texture complexity analysis 

Generally, the smoother the image in the block, the smaller the differences between the 
internal pixels will be, and the objective distortion of the original load caused by the 
embedding of watermark information with the differential expansion method will be 
relatively small. Then watermark embedding can be preferentially conducted; the more 
complicated the image texture is, the larger the differences between the pixels will be, and 
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the hiding information will trigger larger distortion. Hence, a pixel block smoothness 
measuring function needs to be constructed to select appropriate pixel blocks. In this paper 
we construct a pixel block smoothness approximate measuring function to calculate the 
approximate smoothness value of each pixel block. 

In Fig. 1, X0 represents the current pixel block, X1, X2, X3, X4 are the neighboring pixel 
blocks. The approximate smoothness degree function of X0 will be: 

                                           (5) 

In Formula (5), �̅�0, �̅�1, �̅�2, �̅�3 and �̅�4 are the pixel mean values of 𝑋0, 𝑋1, 𝑋2, 
𝑋3 and 𝑋4, respectively, which can be calculated by Formula (6). 

                                                (6) 

In Formula (5): 𝑋� is the mean value of �̅�0, �̅�1, �̅�2, �̅�3 and �̅�4 as shown in 
Formula (7). 

                                                (7) 

 
Fig. 1. The original carrier image is divided into 2×2 pixel blocks 

 
This paper first uses Formula (5) to calculate the approximate smoothness values of 

all pixel blocks. Then we sort the smoothness values from small to large. At last we 
conduct watermark embedding for the front pixel blocks according to the information 
amount to be embedded. Experiments have proven that this method can effectively 
alleviate the problem of over-occupation of the position map, and improve the embedding 
capacity. Meanwhile, from Formula (5) we can see the approximate smoothness 
degree value of each pixel block  is invariant whenever before or after embedding 
watermarks, which can be used to  identify the information embedding location 
and thus replace location marking figures that occupy a lot of space. 
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2.4 Improved DE watermarking algorithm 

The difference expansion watermarking algorithm presented in the previous paper uses the 
difference between the pixels in the image to embed the watermark. If the difference is large, 
it is easy to generate overflow or a sharp decline in the visual quality of the watermarked 
image. In order to improve the visual quality of the image without reducing the embedding 
capacity, the difference expansion algorithm is improved in this paper. 

Partitioning of the non-overlapped block was conducted on the original carrier image, 
and three continual pixels in the block were selected successively. Then a pixel pair can be 
created by the mean value of the three selected pixels and the mean pixel values of the 
remaining pixels. One digit watermark is embedded into the pixel pair through the 
differential expansion method, and the first of the original three pixels was replaced by the 
new created three pixels, and so on and so forth. 

As shown in Fig. 2, partitioning of a 4×4 non-overlapped block was conducted on the 
original carrier image. First, calculate the mean value of the three pixels marked as 1, 2 and 3, 
get value A1, and calculate the mean value of the rest of the pixels in the sub-block, get value 
B1. Then use the difference expansion method to embed a one-digit watermark into A1 and B1. 
Replace the original pixel marked with 1 with the mean value of the newly generated three 
pixels. Similarly, calculate the mean value of the three pixels in the sub-block marked with 2, 
3, and 4, get value A2, and calculate the mean value of the rest of the pixels in the sub-block, 
get value B2. Then use the differential expansion method to embed a one-digit watermark 
into A2 and B2. Replace the original pixel marked with 2 with the mean value of the newly 
generated three pixels. By this analogy, select the order according to the three pixels as 
shown in Figure 1 until the three pixels marked with 13, 1 and 2. In this way, the process of 
the watermark embedding of a sub-block is accomplished.   

This paper calculates the mean value of three continual pixels. If there are only two 
pixels in the sub-block, the two pixels will be combined with the first one to form a 
three-pixel sequence; if there is only one pixel left in the sub-block, then the pixel will be 
combined with the first and the second pixels to form the three-pixel sequence. 

This method can avoid some pixels from being salient points in the smooth block or 
large difference with the mean value of the block pixel of the whole image, which can 
effectively improve the visual quality. In addition, the maximum embedding capacity of this 
method in a 4×4 sub-block is 16-digit watermark, which can embed one-digit more 
watermark information than the generalized differential expansion watermark algorithm. 
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Fig. 2. Flow chart of 3 pixel selection in the block 

 
Assume X = ( a1, a2, a3, a4, …, a16 ) is a group of pixel values in a 4×4 sub-block，then 

the improved differential expansion will be transformed as: 
For i=1 to 16 

1 2 16( ) / 16X a a a= + + ⋅⋅ ⋅ +    

%16 ( 1)%16 ( 2)%16( ) / 3i i i ia a a a+ + = + +   

( 3)%16 ( 4)%16 ( 15)%16( ) / 13i i i ib a a a+ + + = + + ⋅ ⋅ ⋅ +   

ii i bh a= −  
' 2i ih h w= × +  

ai = '
ia  (Use reverse transformation to get '

ia , which is used to replace ai pixel in the 
original image block) 

1i i= +  
End 

In the current sub-block, the operation is performed 16 times. That is to say the 
watermark embedding operation of the image block is completed. If the overflow of the 
image pixel value is encountered in the watermark embedding process, the value of the pixel 
is processed. 

3. Algorithm Design 

In this paper, the improved difference expansion watermarking algorithm is mainly used to 
achieve watermark embedding and extraction. It mainly includes 2 modules: watermark 
embedding and watermark extraction. 
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3.1 Watermark embedding 

The watermark embedding process proposed in this paper is shown in Fig. 3. The concrete 
steps of embedding are as follows: 
STEP1: Divide the original image L (size: M × N) into non-overlapped blocks Li (size: a × 

a),
 

(0 )M Ni
a a
×

∈
×

， ; 

STEP2: Conduct Arnold scrambling on the watermark information W to be embedded, and 
transform the scrambled image into a one-dimensional vector; 

 
 

Fig. 3. Watermark embedding process 
 

STEP3: Conduct 1 level of IWT on each Li block and get the low-frequency approximate 
part LLi and high-frequency detailed parts HLi, LHi, HHi of each block; for the 
only low-frequency approximate part LLi of each block, conduct the image 

reconstruction to get the image Ai,
 

(0, )M Ni
a a
×

∈
×

, which is of the same size as the 

original image, as shown in Fig. 4;  
 

                
(a)                            (b)  

    Fig. 4. (a) Lena original image      (b) Low frequency reconstructed imag 
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STEP4: Use Formula (5) to calculate the approximate smoothness values of all pixel 
blocks Ai, sort the smoothness values from small to large and establish a 
sequence index information table. Then, based on the watermark information to 
be hided, properly select the first pixel blocks in the front of the sequence 
(assume the first k blocks) and embed the watermarks successively; 

STEP5: Based on the above method, use the improved generalized differential expansion 
algorithm to embed the watermark for any selected smooth block Ai (0≤i≤k). 
Regarding the pixels that exceeded gray value range after the information is 
embedded by the difference expansion method, mark in the overflow map; 
compress the overflow map and hide it in the original carrier image together with 
the auxiliary information as watermark embedding capacity and watermark 
scrambling times B. 

STEP6: Regarding the image blocks (original pixel block with complicated texture) not 
used to embed watermark information, conduct IWT and select the 
high-frequency detailed sub-band HHi to embed auxiliary information (use a 
lossless data compression method to embed auxiliary information for the 
high-frequency part). Here we choose the last n blocks in the sequence to embed 
auxiliary information and save the selected sub-block n for watermark 
extraction;  

STEP7: Generate watermarked image 'L  through a reverse operation. 

3.2 Watermark extraction 

If we embed the watermark information of any pixel pair (x, y) in the original image by the 
differential expansion method and the embedded watermark information is 1, then the new 
generated value of the pixel pair (a, b) will be:  

2( ) 1 1 1
2 2 2

x y x ya x y+ − + + +
= + = + − +

x y  

2( ) 1  
2 2 2

x y x y x yb x y+ − + +
= − = − +  

Accordingly, a – b = 2x - 2y + 1。 
So in any pixel pair, when the embedded watermark information is 1, the difference of 

new pixel pair is odd. In the same way, if the embedded watermark information is 0, the 
difference of new pixel pair is even. By this method, when we restore the original carrier 
image, if the difference of pixel pair (a, b) in the watermarked image is odd, the watermark 
information is 1, otherwise 0. Watermark information can be extracted by this method. 

The processes of the watermark extraction and carrier image recovery are shown in Fig. 
5. The detailed steps are as follows: 
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Fig. 5. Watermark extraction process 
 

STEP1: Divide the watermarked image 𝐿𝑊  (size: M N× ) into non-overlapped blocks 

𝐿𝑊𝑖  (size: a a× ), (0, )M Ni
a a
×

∈
×

。 

STEP2: Conduct one level of IWT on each LWi block and get the low-frequency 
approximate part LLWi and high-frequency detailed parts HLWi, LHWi and HHWi of 
each block; for the only low-frequency approximate part LLWi of each block, 

conduct image reconstruction to get the image Ai,
 

(0, )M Ni
a a
×

∈
×

, which is of the 

same size as the original image; 
STEP3: Use Formula (5) to calculate the approximate smoothness values of all pixel 

blocks Ai, sort the smoothness values from small to large and establish a 
sequence index information table. The pixel mean values in the block keep the 
same after embedding the information into the pixel block with the generalized 
differential expansion method. So before and after watermark embedding, the 
sort order for blocks as per the smoothness value is also the same;  

STEP4: Conduct IWT on each block LWi  generated by the stable sorting of the 
smoothness values from small to large, and get the low-frequency part LLWi and 
high-frequency part HHWi (here refers to the diagonal high-frequency part) of 
each block;  

STEP5: Extract the auxiliary information embedded from the high-frequency part HHWi 
(the last n sub-blocks in the smoothness value sequence), get the watermark 
capacity, image overflow position and watermark scrambling times B, and restore 
the high-frequency part  HHi of the original image. 
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STEP6: Based on the auxiliary information extracted from the high-frequency part HHWi, 
the capacity of the embedded watermark can be concluded. As the approximate 
smoothness values of each pixel block Ai calculated by the generalized 
differential expansion method are constant before and after watermarking 
embedding and based on the watermark capacity, the pixel blocks in the front of 
the sequence are chosen as the smoothness block set and the rest are taken as the 
complicated part.  

STEP7: The newly generated pixel from the watermark information embedding through 
the differential expansion method has an odd-even feature against the difference 
value. By taking advantage of this feature, the watermark information of each 
pixel block Ai in the smoothness block set is extracted and the low-frequency 
part LLi of the original image is restored.  

STEP8: Conduct IWT on the high-frequency part 𝐻𝐻𝑖  and low-frequency part 𝐿𝐿𝑖 of 
the restored original image with two mid-frequency parts HLWi  and LHWi 
which do no change in the sub-block of the watermark image, and then get the 
pixel block Li of the original image. 

STEP9: Reconstruct the obtained pixel blocks 𝐿𝑖 according to the sequence index 
information table and restore the original image L. 

3.3 Algorithm optimization 

The watermark is embedded through the above algorithm. If the watermark information 
capacity is smaller or the original image texture is smoother, the watermarked image may 
show higher visual quality. However, when the capacity of the embedded watermark is 
larger or the original image texture is more complex, the watermark information is 
embedded in the same way, and the visual quality of the watermarked image is poor. 
Therefore, the algorithm optimized in this paper can allow watermarked images to have 
higher visual quality. 

Grounded upon the above embedding algorithm, the watermark information part to be 
embedded is selected and embedded to get the hidden image with part of watermark 
information. Then, with the same embedding algorithm as above, the rest of the watermark 
information to be embedded is embedded into the hidden image and the final hidden image 
is acquired. Compared with the hidden image obtained by the previous watermark 
embedding method that embeds watermark information at one time, it has better visual 
quality, especially for images with complicated texture.  

By calculating the smoothness value of each pixel block, set a threshold value T1, 
select the block as the watermark embedding block with the smoothness value less than the 
threshold value T1. 
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(1) Based on the above watermark embedding algorithm, embed the watermark in the 
selected block. If all of the watermarks are embedded, embedding will be accomplished 
and the final watermark image can be obtained. 

(2) If only part of the watermark is embedded in the selected block, then divide the 
embedded watermarked image and calculate the smoothness value of each pixel block of 
the watermark image, and embed the rest of the watermark into the blocks whose 
smoothness values are less than the threshold value T1. 

(3) If the watermark is still not embedded, continue doing it following Step 2 until it is 
done. 

(4) After the watermark is embedded, the watermark image can be obtained. 
For different types of images, the set threshold value T1 is not the same. If the image 

texture is smooth, we can set T1 larger; if the image texture is complicated, we can set T1 
smaller. 

4. Experimental Results and Performance Analysis 

Plane, Lena, Baboon and Pepper are all 512×512 eight-bit standard grey images (all images 
are derived from http://sipi.suc.edu/database) that are selected in the experiment as the 
original carrier images (as shown in Fig. 6), and the watermark image is 32×32 binary image 
(as shown in Fig. 7). In the experiment, information embedding rate (ER), image objective 
distortion (PSNR) and structure similarity (SSIM) are used to evaluate the performance of 
the algorithm.   
 

          
Plane               Lena             Baboon            Pepper 

Fig. 6. Original carrier images 
 

  
Fig. 7. Watermark image 
 

According to Fig. 6: the image Plane has a simple texture, good smoothness, small 
differences between the pixel blocks, high embedding rate, and good watermark image 
quality; while the image Baboon has a complicated texture, poor smoothness and large 
differences between the pixel blocks. So its image distortion caused is big by embedding 
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watermark information and it also has a relatively low embedding rate. Details will be 
illustrated by the following experimental results.  

4.1 Integrity assessment 

Generally, the reversible watermarking algorithm requires carrier images to completely 
recover extracted watermark images. Therefore, it is measured by the NC (Normalized 
Correlation) of the original carrier image and the recovered carrier image after the watermark 
extraction. The calculation formula is shown in Eq. (8): 

                      
( ) ( )

( )

1 1 '
0 0

21 1

0 0

, ,

,

L K

i j
L K

i j

I i j I i j
NC

I i j

− −

= =
− −

= =

=
  

∑ ∑
∑ ∑

         (8) 

Where 𝐼(𝑖, 𝑗), 𝐼′(𝑖, 𝑗) respectively denote the pixel values at (𝑖, 𝑗) of the original 
image and the recovered carrier image after the watermark extraction. L and K denote 
respectively the rows and columns of the image. For the original carrier image and the 
recovered carrier image, NC is required to be 1, which means the carrier images are 
generally completely recovered. 

 
Table 1. Integrity assessment table without attack 

Image (512×512) Lena Plane Baboon Peppers 

NC 1 1 1 1 

 
Table 1 denotes the integrity of the results of the 4 different types of watermarked 

images without any attack based on this algorithm. It shows that the original image can be 
recovered completely without the attack. This indicates that the algorithm is reversible. 

4.2 Visual quality assessment 

Currently, the PSNR ( peak signal-to-noise ratio ) is one of the main indicators that evaluate 
the visual quality of reversible watermarking. The greater the PSNR value is, the less the 
representative image is distorted, and the better visual quality the watermarked image has. 
The smaller the PSNR is, the more the representative image is distorted, and the more 
serious visual quality loss the watermark image suffers. The calculation formula of PSNR is 
shown in Eq. (9): 
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Where 𝐼(𝑖, 𝑗) and 𝐼′(𝑖, 𝑗) respectively denote the pixel values at (𝑖, 𝑗) of the original 
image and the watermarked image. M and N respectively represent the rows and columns of 
the image. It is generally believed that if the lost image quality is partial and the PSNR value 
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on the visual quality of reconstruction is no less than 30 decibels, its visual quality is still 
acceptable. 

 

4.3 Embedding capacity assessment 

The reversible watermarking has a valid embedding capacity. That is to say, an important 
evaluation indicator of embedding capacity is that the number of bits can be embedded into 
per pixel. The embedding quantity can be divided into actual embedding quantity and 
effective embedding quantity. The actual embedding quantity is the number of bits embedded 
in the information hiding method by itself. The effective embedding quantity expresses that 
the actual embedding quantity subtracts additional information (in order to restore images to 
be transmitted to the receiver or with secret information embedded into the image 
information). Commonly the effective embedding quantity index is used as an embedding 
rate ER (Embedding Rate), and is expressed as: 

sec extra

pixel

Num NumER
Num
−

=                                   (10) 

In Eq. (10), 𝑁𝑢𝑚𝑠𝑒𝑐 denotes the number of bits in the secret embedded information; 
𝑁𝑢𝑚𝑒𝑥𝑡𝑟𝑎 denotes the number of bits in the additional information; 𝑁𝑢𝑚𝑝𝑖𝑥𝑒𝑙 denotes the 
number of pixels in the image carrier. The embedding rate can be more intuitionistic to 
reflect the embedding capacity size of a scheme. 

4.4 Structural similarity 

Although the PSNR has been widely used in stego image quality assessment, its 
mathematical definition has some limitations [21-22], and the pixel correlation and human 
visual system characteristics are not taken into account. Under this background, a method of 
image quality assessment, which is based on the similarity of image structure, was proposed 
by Wang [23] et al. in 2004. The structural similarity (SSIM) has been used to evaluate the 
quality of the stego images. It is defined as (11): 
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where C1 and C2 are small constants, 𝑤�𝑥 is the mean value of the region 𝑤𝑥, and 𝑤�𝑦 
is  the mean value of the region 𝑤𝑦 . 𝜎𝑤𝑥

2  is the variance of 𝑤𝑥 , and 𝜎𝑤𝑥𝑤𝑦 is the 
covariance between the two regions. The higher value of the SSIM implies a higher quality 
level for the stego image. 

The value range of SSIM is [0, 1]. SSIM= 0 indicates that the corresponding two 
images are completely different. SSIM=1 indicates that the corresponding two images are 
exactly the same. In the evaluation of the reversible information hiding algorithm, the SSIM 
value of the hidden image is close to 1 as much as possible. 
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All things considered, whether to embed watermark information by using the optimized 
method mainly depends on the watermark capacity to be embedded. It means whether to 
choose a single-layer, two-layer or multiple-layer method to embed watermark information. 
Generally, if the embedded watermark is too small, it is recommended that the single-layer 
self-adaptive difference expansion reversible watermark method is used for embedding. This 
is because under a specific threshold, the small watermark can be embedded into the smooth 
part of the carrier image once for all, without any further layer-dividing embedment.  

If the watermark information to be embedded has a large capacity, by using single-layer 
embedding the watermark information may be embedded into the complicated texture area 
of the carrier image, thus affecting the visual effect of the watermark image. So this kind of 
watermark needs layer-dividing embedment with an optimized method. When conducting 
layer-dividing embedment, a reasonable T1 should be set as the threshold value. Different 
image types require different T1 values. Considering both the visual quality and the 
embedding quality, this paper uses the smooth blocks to be embedded, which occupy 40% of 
the total sub-blocks of the image as the alternate value of T1 to layer-dividing selects the 
smooth block to embed the watermark information. 

This paper embeds 32×32 binary images into the 512×512 carrier image. Limited by the 
watermark information capacity, the paper directly adopts the single-layer self-adaptive 
differential expansion reversible watermark method for embedding. 

The algorithms in this paper and in literature [18] based on the original carrier image 
after using 4×4 blocks, the PSNR and SSIM are shown in Table 2 (the average of data taken 
20 tests). 

 
Table 2. Comparison of PSNR (dB) and SSIM 

 
Compared with the algorithm in literature [18], the highest PSNR of the above 4 

original carrier images in this algorithm is 61.31dB. This means that this algorithm has better 
invisibility. At the same time, SSIM is also higher than that in literature [18]. Form Table 2, 
it is easy to note that the proposed algorithm outperforms that in Literature [18] in terms of 
the same payload capacity with good SSIM and PSNR values. The results presented here 
demonstrates that the proposed algorithm significantly increases the quality of stego images. 
Specific effects of visual and extraction are shown in Table 3:  
 

Image Name 
Proposed Algorithm Literature [18] algorithm 

PSNR SSIM PSNR SSIM 

Lena 59.36 0.992 45.72 0.982 
Baboon 58.21 0.989 47.37 0.985 

Plane 61.31 0.996 48.26 0.987 
Peppers 58.32 0.990 45.81 0.981 
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Table 3. Algorithm experiments visual effects 

Image 
name 

Original image 
Watermarked 

image 
Original 
watermark 

Extracted 
watermark 

PSNR 

Lena 

  

  
59.36 

Baboon 

  

  
58.21 

Plane 

  

  
61.31 

Peppers 

  

  
58.32 

 
As observed from the figures, we find that human eyes do not feel the existence of 

watermark information in watermarked images. The corresponding PSNR value shows 
that images have better imperceptibility by using different types of algorithms. When 
the watermarked image has a good visual effect, the average PSNR value can be as high 
as 59.3dB. From Tables 2 and 3, we can see that this algorithm has a good 
imperceptibility for different texture images, and can meet the requirements of visual 
perception. 
In calculating the maximum embedding capacity of the original image, due to the large 

capacity of the embedded watermark, the optimization method is needed to embed 
the watermark. In order to calculate conveniently and better analyze  

the performance of the algorithm, the two-layer embedded algorithm is used to embed 
the watermark.  
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Table 4. Comparison between this algorithm, literature [18] method, and literature [24] method 
in terms of payload capacity, SSIM, and PSNR for original images 

Image method 
Payload 
in bytes 

SSIM 
PSNR (%) 

10 30 70 90 100 

Lena 
literature [24] 276599 0.7331 54.37 42.92 36.83 32.91 31.95 

literature [18] 9767 0.9188 45.78 43.48 41.58 39.78 38.64 

this algorithm  184652 0.8331 47.86 45.89 39.64 38.10 37.65 

Baboon 
literature [24] 41519 0.8232 51.25 42.43 34.94 33.48 31.02 

literature [18] 11056 0.9047 45.86 43.84 41.95 40.56 39.76 
this algorithm  134614 0.8547 49.86 46.84 40.75 39.36 38.46 

Plane 
literature [24] 392740 0.6724 50.12 48.54 46.80 45.11 31.65 

literature [18] 13232 0.8931 45.66 42.89 39.54 37.10 36.65 
this algorithm  186922 0.8412 48.76 45.76 40.38 38.78 37.90 

Peppers 

literature [24] 138695 0.8154 52.62 42.98 35.12 33.58 31.53 

literature [18] 8562 0.9369 46.24 44.77 41.82 39.54 38.26 
this algorithm  169704 0.8183 48.89 45.86 39.72 37.84 37.21 

 
The PSNR is utilized to estimate the deformation between the original cover image and 

resulted stego image when embedding 10, 30, 70, 90 and 100% from the allowed cover 
image capacity. Form Table 4, it is easy to note that the proposed adaptive difference 
expansion-based reversible watermarking technique outperforms the techniques in literature 
[18] and literature [24] in terms of payload capacity with good SSIM and PSNR values. The 
results presented here demonstrated that the proposed adaptive difference expansion-based 
reversible watermarking technique significantly increases the payload capacity while still 
keeping the quality of stego images. 

 
Table 5. The comparison of PSNR and maximum payload in different sizes 

original 
image 

2×2 3×3 4×4 6×6 
PSNR Payload PSNR Payload PSNR Payload PSNR Payload 

Lena 40.62 102646 41.34 106514 42.44 110748 41.75 111648 
Baboon 41.87 76489 42.19 78682 44.15 81457 42.91 816745 
Plane 41.25 108461 42.22 111245 43.51 117466 42.73 119432 

Peppers 41.06 90152 41.88 95260 43.26 99362 42.39 100277 

 
As is shown, the visual quality of the watermarked image is influenced by the size of 

the image sub-block; whether the sub-block is small or big, the image quality will become 
worse (taking one-layer embedding as the example). The maximum load of the original 
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image is also slightly changed with the sub-block size, mainly due to the influence from the 
pixel point overflow. 

Taking Lena as an example, when the sub-block size is 2×2 or 3×3, the image is 
imperceptible and has poor performance. When it increases to 4×4, the performance is better. 
When the sub-block size is 6×6, the PSNR value is a little higher than 3×3 but lower than 
4×4. For different sub-blocks, the maximum embedding capacity will be slightly changed 
mainly due to the impact of the pixel point overflow. 

 
1) Performance comparison of single-layer embedding and other algorithms 

 
Table 6. The comparison of PSNR and maximum payload from different algorithms 

original 
image 

Kim 
algorithm 

Hong 
algorithm 

Li algorithm This algorithm 

PSNR Payload  PSNR Payload  PSNR Payload  PSNR Payload 

Lena 49.77 34123  49.98 47549  50.23 30678 42.44 110748 
Baboon 49.50 11279  51.24 13024  50.37 14139 44.15 81457 
Plane 49.98 51142  50.31 64923  51.16 39187 43.51 117466 

Peppers 49.68 27045  49.87 34758  50.41 28961 43.26 99362 

 
The performance of this algorithm is compared with that of the Kim algorithm [26], 

Hong algorithm [27] and Li algorithm [28], and the results are shown in Table 6. Among 
them, the Kim algorithm embedded data by selecting four sub graphs, and the embedded 
parameter L was set to 0; the Hong algorithm selected the bilinear interpolation method, and 
the values of T1 and T0 parameters were set to 8 and 60; the Li algorithm embedded 
watermark in light of the prediction-error expansion algorithm; In this paper, the DE 
algorithm is used to embed the watermark, and the block size is set to 4×4. Experimental 
results show that the performance of this algorithm is better than that of the Kim algorithm, 
Hong algorithm and Li algorithm. Compared to Kim and Hong algorithms, for simple texture 
images, both the quality and maximum payload of stego images obtained by this algorithm 
increase. And for texture complex images, the performance of this algorithm is slightly 
decreased, but the performance of this algorithm can be improved by adjusting the 
parameters. Compared with the Li algorithm, the proposed algorithm produces more 
predictive error bits, which can be used more fully and can be embedded in a larger capacity. 
For example, for the test image Lena, if the block size is set to 4×4, the stego image quality 
will be 42.44dB, the maximum payload will be 110748, which are slightly better than the 
other three algorithms. 
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2) Performance comparison of two-layer embedding and other algorithms 
 

Table 7. The PSNR and maximum payload for multi-level embedding 

original 
image 

This algorithm 
literature [25] 

k=1 K=2 

PSNR Payload PSNR Payload PSNR Payload 

Lena     42.44 110748     37.65 184652     33.92 215849 
Baboon     44.15 81457     38.46 134614     27.82 136754 
Plane     43.51 117466     37.90 186922     36.85 221475 

Peppers     43.26 99362     37.21 169704     31.43 178912 

 
Table 7 shows the experimental data generated when this algorithm is used in two-layer 

embedding. It can be seen that with the increase of the number of the embedding layer, the 
effective payload will substantially increase, and the visual quality of the stego image has 
declined. With respect to all watermark information embedded through single-layer, the 
visual quality of the stego image through two-layer is much higher. In this algorithm, the 
block size is set to 4×4. 

    
(a) Plane                                 (b) Baboon 

    
                  (c) Lena                                 (d) Peppers 

Fig. 8. The comparison of various PSNR and payload from different algorithms 
 

payload(bit) payload(bit)

payload(bit) payload(bit)
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Fig. 8 (a)-(d) show the effective payload and the change trend of PSNR in different test 
images and using different algorithms for two-layer embedding. Because the algorithm 
adopts the generalized difference expansion, the embedding rate is high. In the same 
effective payload conditions, the least number of pixels is modified by this algorithm, so the 
PSNR values of stego images are generally higher than that of the other algorithms and 
hidden better. For the Baboon and Peppers images, the performance of the algorithm is 
decreased obviously when the number of embedding layers is large. As a result, the 
algorithm is more suitable for simple texture images with respect to complex texture images. 

Fig. 8 shows the performance comparison between our proposed method and other 
related difference expansion-based data hiding methods. From the experimental results, we 
can see that our proposed method achieves the better performance than Li method. At the 
initial stage, the algorithm and Li algorithm yield similar performance, but with the increase 
of the embedding capacity, this algorithm has significantly better performance than Li 
algorithm. 

5. Conclusion 

The paper presents an improved difference expansion reversible watermarking scheme that is 
capable of providing a high payload for original images. The proposed method can restore 
the original image and extract the watermark from the stego image. The major contribution is 
that the proposed difference expansion-based reversible data hiding method can improve the 
embedding capacity while still maintaining good quality of stego image, while other 
techniques cannot. The performance of the proposed method is investigated. The test results 
ensure that the proposed method outperforms the existing schemes in terms of payload while 
preserving good stego image quality level. 
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