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Abstract 
 

The hop count routing metric is widely used in routing protocols of Wireless Sensor Networks 
(WSNs) due to its simplicity and effectiveness. With a lower hop count route, fewer 
transmissions are required to send a packet from the source to the destination. This can improve 
the throughput of a network because fewer transmissions results in less channel contention and 
interference. Despite this, the hop count routing metric may not be ideal for mobile scenarios 
where the topology of a network changes constantly and rapidly. In this paper, we propose to 
increase route stability in mobile WSNs by discovering paths that are more stable during route 
discoveries using routing metrics. Two routing metrics were proposed, the true beauty of these 
routing metrics lies in the fact that they can even be used even without specialized hardware 
such as GPS and other sensors. We implemented the proposed routing metrics in the AODV 
routing protocol and found that they are highly effective and outperform other stability-based 
routing metrics and the hop count routing metric. 
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1. Introduction 

Wireless Sensor Networks (WSNs) are self-organizing, self-forming and infrastructure-less 
communication networks characterized by multi-hop transmissions and the use of wireless links. 
Many properties of WSNs can be attributed to its routing protocols. The hop count routing 
metric is one of the most widely used routing metrics in WSNs routing protocols due to its 
simplicity and effectiveness. However, the hop count routing metric only performs well in static 
to low mobility scenarios, the same cannot be said in higher mobility scenarios, in which nodes 
are moving at higher speeds and the network topology changes more rapidly. Besides, the hop 
count routing metric is also known to cause the border effect [1] in high node density scenarios, 
where links are formed through border nodes and have short lifetimes. A small movement from 
either one of the two nodes forming such a link could cause the link to break. When a link is 
broken, control packets are communicated among the nodes to deal with the link failure. These 
control packets increase channel contention and interference which reduces network throughput. 
To deal with the deficiencies of the hop count routing metric in mobile scenarios, stability-based 
routing metrics have been proposed. However, these routing metrics are usually either only 
marginally effective or incur additional cost by requiring the use of information from specialized 
hardware such as GPS sensor and compass. In this paper, we first investigate several methods 
for improving routing in mobile WSNs and ultimately propose two routing metrics for finding 
stable routes which can be used independent with specialized hardware. Analysis and simulation 
show that the proposed routing metrics are effective and outperform other stability-based routing 
metrics and the hop count routing metric. The contributions of this paper are summarized as 
follows: 
 
1. The proposal of a routing metric that is based on the length of the links in a path. 
2. The proposal of an extension to the above routing metric that also considers node mobility. 
3. The proposal of a method to estimate the length of a link or the distance between two 

neighboring nodes without using specialized hardware. 
4. The proposal of a method to estimate the mobility of a node without using specialized 

hardware. 

The remainder of this paper is organized as follows. Section 2 gives a literature survey on 
the most relevant related works. Section 3 provides a high-level description and analysis of our 
proposed methods. Results and discussion are provided in Section 4. Finally, we conclude in 
Section 5. 

2. Related Work 
In [2], the Associativity-Based Routing (ABR) protocol was proposed. In ABR, link 

stability is measured using “associativity ticks”. The author claimed that links that are stable for 
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at least a threshold amount of time are likely to continue being stable. In [3], an on-demand 
routing protocol called Power and Mobility Aware Routing (PMAR) was proposed. It combines 
features from other routing protocols such as RREQ propagation control using geographical 
information (first used in location-aided routing protocols such as LAR [4] and PMLAR [5]), 
and estimating the lifetime of the link between two neighboring nodes using their locations and 
velocities. In PMAR, the estimated link lifetime is used in the following manner: when an 
intermediate node receives a RREQ, it calculates the expiry time of the link formed by itself and 
its previous hop by adding the estimated link lifetime to the previous hop timestamp recorded in 
the RREQ. If the node finds that the link is expired, it drops the RREQ. However, we do not 
agree to this method of using the link lifetime because a link is clearly not expired on broken if 
the node received a RREQ on the link. If the link was broken, the node would not have received 
the RREQ. In [6], Flow Oriented Routing Protocol (FORP) was proposed. It is extended from 
the DSR routing protocol. Using geographical and node mobility information, the amount of 
time before a link is broken known as the Link Expiration Time (LET) is estimated. The Route 
Expiration Time (RET) of a path is the minimum of the LETs of the links in the path. In FORP, 
the path with the highest RET is selected during route discoveries. In [7], a nameless extension 
of the DSR routing protocol was proposed. For ease of exposition, we refer to this protocol as 
DSR-stable. Similar to AODV-RRS [8], the concept of stable and caution zones is used in DSR-
stable. However, as opposed to nodes only participating in route discoveries (forward RREQs) 
when they are inside stable zones in AODV-RRS, in DSR-stable, a node that receives a RREQ 
calculates the link availability of the link formed by it and its previous hop, and then modifies 
the aggregate path availability value on the RREQ before forwarding the RREQ. Several RREQs 
reach the destination through different paths and the destination selects the path with the highest 
availability, where the availability of a path is the minimum link availability among the 
availabilities of the links in the path. In [1], Link Stability Based AODV (LSB-AODV) was 
proposed. It tries to estimate the distance between two neighboring nodes using the received 
signal strengths of packets with the log-distance path loss radio propagation model. The Link 
Stability Factor (LSF) is used to measure the stability of a link based on its length. Its equation is 
given as LSF = 1 – d / R, where d is the estimated distance between a node and its previous hop, 
and R is the maximum node transmission range. The Path Stabile Factor (PSF) of a path is given 
by the minimum of the LSFs of its links. The authors showed that LSB-AODV achieves higher 
packet delivery ratio, lower packet latency, and lower normalized routing load when compared 
to AODV. While LSB-AODV performs well, using the received powers of packets which can 
fluctuate greatly to estimate the distance between two nodes could be problem. Besides, the path 
loss exponent in the log-distance path loss radio propagation model also varies in different 
environments. The paper in [9] reviews some routing metrics available for wireless mesh 
networks such as Expected Transmission Time (ETT) [10], Weighted Cumulative Expected 
Transmission Time (WCETT) [10], and Metric of Interference and Channel Switching (MICS) 
[11]. However, these routing metrics are either designed for wireless mesh networks, or have a 
different objective (for example, to improve throughput or reduce interference) and are irrelevant 
to the problem that we seek to solve. In [12], a Distributed Compressive Sparse Sampling 
(DCSS) algorithm was proposed to solve the problem of recover the n-dimensional data values 
by querying only m ≪ n sensors based on some linear projection of sensor readings. Extensive 
experiments on both synthetic and real data were set and results show that by querying only the 
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minimum amount of m sensors using the DCSS algorithm, the compressive sampling recovery 
accuracy outperforms existing sparse random matrices and can be as good as those using random 
dense measurement matrices but using much less number of sensors. In [13][14], surveies on 
routing protocols for mobile ad-hoc networks were provided and authors discussed the 
advantages and disadvantages of these protocols and comparing their respective functionalities 
meanwhile some open issues and possible directions of future research are given. In [15], 
authors proposed a novel method to achieve k-barrier coverage of directional sensors (e.g., 
cameras) and found the solution of what is the minimum number of mobile sensors required to 
form (k) -barrier coverage. In [16], a hybrid CSMA/TDMA MAC called iQueue-MAC was proposed 
to adapt the variable/bursty traffic in both single and multi-channel modes. By using this iQueue-MAC, 
packet delay is reduced and throughput is increased. 

3. Improving Route Stability 

3.1 Estimating Link Remaining Lifetime 
In mobile WSNs, it is desirable to discover and setup stable routes, i.e., routes consisting 

of links with long remaining lifetime. If nodes are equipped with GPS sensor, the remaining 
lifetime of a particular link in a network can be estimated based on geographical and node 
mobility information, i.e., the locations and velocities of the two nodes forming the link. Fig. 1 
shows two nodes A and B separated by distance d0. To derive the time link A-B remains 
up/available, we compute the amount of time node B remains within the maximum transmission 
range R from node A. Taking node A as the reference, the position of node B with respect to 
node A is given by by (xBA, yBA) = (xB - xA, yB - yA). The distance of node B from node A is 
initially𝑑𝑑𝑡𝑡=0 = 𝑑𝑑0 = �𝑥𝑥𝐵𝐵𝐵𝐵2+𝑦𝑦𝐵𝐵𝐵𝐵2 . Subsequently, due to the motion of the two nodes, the position of node 
B with respect to node A after t seconds is given by   (𝑥𝑥𝐵𝐵𝐵𝐵′ , 𝑦𝑦𝐵𝐵𝐵𝐵′) where: 

𝑥𝑥𝐵𝐵𝐵𝐵′ =  𝑥𝑥𝐵𝐵𝐵𝐵 + �
𝑣𝑣𝐵𝐵𝐵𝐵
�⎯�� 𝑡𝑡 cos𝜃𝜃𝐵𝐵𝐵𝐵 … … … … … (1) 

and 

𝑦𝑦𝐵𝐵𝐵𝐵′ =  𝑦𝑦𝐵𝐵𝐵𝐵 + �
𝑣𝑣𝐵𝐵𝐵𝐵
�⎯�� 𝑡𝑡 sin𝜃𝜃𝐵𝐵𝐵𝐵   

We would like to know the amount of time t before node B goes out of range from node A. 
Assuming that the velocity of node B with respect to node A is constant, the critical time at 
which node B goes out of range from node A can be determined by solving the following 
equation: 
 

𝑑𝑑𝑡𝑡2 = (𝑥𝑥𝐵𝐵𝐵𝐵′)2 + (𝑦𝑦𝐵𝐵𝐵𝐵′)2 = 𝑅𝑅2 … … … … … (2) 
 

Substituting Eq. 1 into Eq. 2 and rearranging, we have the following equation: 

�
𝑣𝑣𝐵𝐵𝐵𝐵
�⎯��

2
𝑡𝑡2 + 2 �

𝑣𝑣𝐵𝐵𝐵𝐵
�⎯�� (𝑥𝑥𝐵𝐵𝐵𝐵 cos𝜃𝜃𝐵𝐵𝐵𝐵 + 𝑦𝑦𝐵𝐵𝐴𝐴 sin 𝜃𝜃𝐵𝐵𝐵𝐵)𝑡𝑡 + 𝑑𝑑02 −  𝑅𝑅2 = 0 … … … … (3) 

where: 

𝑣𝑣𝐴𝐴
�� = (�

𝑣𝑣𝐴𝐴
��� cos𝜃𝜃𝐴𝐴)

𝑖𝑖
→ +(�

𝑣𝑣𝐴𝐴
��� sin𝜃𝜃𝐴𝐴)

𝑗𝑗
→ 

𝑣𝑣𝐵𝐵
�� = (�

𝑣𝑣𝐵𝐵
��� cos𝜃𝜃𝐵𝐵)

𝑖𝑖
→ +(�

𝑣𝑣𝐵𝐵
��� sin𝜃𝜃𝐵𝐵)

𝑗𝑗
→ 
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𝑣𝑣𝐵𝐵𝐵𝐵
�⎯� =

𝑣𝑣𝐵𝐵
�� −

𝑣𝑣𝐴𝐴
�� = (�

𝑣𝑣𝐵𝐵
��� cos𝜃𝜃𝐵𝐵 − �𝑣𝑣𝐴𝐴

��� cos 𝜃𝜃𝐴𝐴)
𝑖𝑖
→ + (�

𝑣𝑣𝐵𝐵
��� sin𝜃𝜃𝐵𝐵 − �

𝑣𝑣𝐴𝐴
��� sin𝜃𝜃𝐴𝐴)

𝑗𝑗
→ 

�
𝑣𝑣𝐵𝐵𝐵𝐵
�⎯�� = ���

𝑣𝑣𝐵𝐵
��� cos𝜃𝜃𝐵𝐵 − �

𝑣𝑣𝐴𝐴
��� cos 𝜃𝜃𝐴𝐴�

2
+ ��

𝑣𝑣𝐵𝐵
��� sin 𝜃𝜃𝐵𝐵 − �

𝑣𝑣𝐴𝐴
��� sin 𝜃𝜃𝐴𝐴�

2
 

𝜃𝜃𝐵𝐵𝐵𝐵 = tan−1(
(�
𝑣𝑣𝐵𝐵
��� sin 𝜃𝜃𝐵𝐵 − �

𝑣𝑣𝐴𝐴
��� sin 𝜃𝜃𝐴𝐴)

(�
𝑣𝑣𝐵𝐵
��� cos 𝜃𝜃𝐵𝐵 − �

𝑣𝑣𝐴𝐴
��� cos 𝜃𝜃𝐴𝐴)

) 

Note that Eq.3 is a quadratic equation of the form 𝑎𝑎𝑥𝑥2 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐 = 0. Where = 𝑡𝑡,𝑎𝑎 =

�
𝑣𝑣𝐵𝐵𝐵𝐵
�⎯��

2
, 𝑏𝑏 = 2 �

𝑣𝑣𝐵𝐵𝐵𝐵
�⎯�� (𝑥𝑥𝐵𝐵𝐵𝐵 cos𝜃𝜃𝐵𝐵𝐵𝐵 + 𝑦𝑦𝐵𝐵𝐵𝐵 sin𝜃𝜃𝐵𝐵𝐵𝐵), and 𝑐𝑐 =  𝑑𝑑02 −  𝑅𝑅2 . The root of a quadratic 

equation can be computed by using the method of completing the squares with the following 
equation: 
 

𝑥𝑥 =
−𝑏𝑏 + √𝑏𝑏2 − 4𝑎𝑎𝑎𝑎

2𝑎𝑎
… … … … (4) 

 

 
Fig. 1. Estimating the remaining lifetime of a link using nodes’ locations and velocities 

 

A path consists of one or more links. The remaining lifetime of a path is the minimum of 
the remaining lifetimes of the links in the path. Path remaining lifetime can be used as the 
routing metric in WSNs routing protocols to discover and setup stable routes. For example, the 
path with the longest remaining lifetime can be selected during route discoveries. In this paper, 
we refer to this method as the Maximum Path Lifetime (MPL) method. This method will serve 
as the benchmark method for developing new methods of improving route stability in mobile 
WSNs. 

We now describe the deficiencies of the MPL method. Firstly, instantaneous node 
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velocities were used in deriving the estimated remaining lifetime of a link. However, nodes do 
not necessary have constant velocities. Nodes could change their velocities suddenly after their 
velocities are sampled. When that happens, the estimated remaining lifetime of a link or path 
becomes inaccurate. Secondly, nodes are required to use information that can be obtained only 
by using sensors when estimating the remaining lifetime of a link-location, speed and heading 
direction. As a result, nodes are to be equipped with sensors and this incurs additional cost. In 
Section 3.2, we propose a method to further improve upon the MPL method. 

3.2 Improving Route Stability by Considering Link Lengths 
The main problem with the MPL method is that nodes could suddenly change their 

velocities thus leading to inaccurate estimated link remaining lifetimes. To resolve this problem, 
besides link remaining lifetime, link length could be used as a secondary measure of link 
stability. Intuitively, shorter links have longer expected lifetime than longer links. Repeatedly 
solving Eq. 3 with random node velocities at different maximum speeds leads us to the graphs in 
Fig. 2. From the figure, we observed that in general shorter links are indeed more stable than 
longer links. Hence, it is better to setup longer (higher hop count but shorter link lengths) but 
potentially more stable routes. 

 
Fig. 2. Average link lifetime vs. link length 

 
One question remains – How do we modify a routing protocol such that it discovers and 

setups routes consisting of short links? A way to do this in reactive routing protocols is by 
modifying the route discovery process such that paths consisting of long links are not discovered. 
This is the idea proposed in [8] with the safety region based route discovery method. To avoid 
the formation of routes consisting of long links, nodes that reside outside a threshold distance 
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from their previous hop ignore the RREQ that they receive during route discoveries. Combining 
the safety region based route discovery method with the MPL method, we have the safety region 
based route discovery with MPL (SR,MPL) method. This method selects the path with the 
highest estimated remaining lifetime among paths consisting of only links that are shorter than a 
threshold length. It guarantees a certain degree of route stability by using link length information 
and it performs well as can be seen in Section 4. 

3.3 Proposed Routing Metric 1: Sum of Squared Differences of Link Lengths from 
Threshold 

While the SR,MPL method performs well, we discovered several problems. Firstly, the 
use of the safety region based route discovery method could lead to a potential devastating 
problem, i.e., it could result in a scenario where a path from a source to a destination could not 
be found even if one or more path between the pair of nodes exist in the network. This happens 
because some RREQs are ignored at certain nodes. Secondly, link remaining lifetimes are 
computed using the locations and velocities of the nodes. This has the drawback that the 
locations and velocities of the nodes are required which means that specialized hardware such as 
GPS sensors must be used which incurs additional cost. 

 
To resolve the first problem, instead of making certain nodes ignore RREQs, a routing 

metric could be used to select better paths. To resolve the second problem, the routing metric 
that we develop should not be computed using the locations and velocities of the nodes. With 
this in mind, we now propose the Sum of Squared Differences of Link Lengths from the 
Threshold Length (SSDLLThresh) routing metric. It satisfies both requirements discussed above, 
and its equation is given as follows: 
 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑝𝑝 = ∑𝑙𝑙∈𝑝𝑝(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙 − 𝑚𝑚𝑚𝑚𝑚𝑚(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙 ,𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐷𝐷𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿))2(5) 
 

Where 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙 is the length of link l, l is a link in path p, and 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐷𝐷𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 is the 
threshold link length. The selected path 𝑝𝑝∗ is defined as follows: 
 

𝑝𝑝∗ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑝𝑝∈𝑃𝑃�𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑝𝑝�… … … … (6) 
 
Where P is the set of discovered paths from a source to a destination. 
 

The SSDLLThresh routing metric assigns a penalty to links that exceed the threshold 
length. Unlike ignoring of RREQs in the safety region based route discovery method, a routing 
metric does not reject paths with long links; it merely favors paths with shorter links over paths 
with longer links. Hence, the problem of not finding a path from a source to a destination is 
resolved. With the use of the threshold link length, we also avoided the problem of nodes 
selecting the shortest links leading to the formation of routes with very high hop count as 
highlighted in [17] and [18]. The use of the minimum sum of squares also has a hidden benefit, 
i.e., it is inherently hop count minimizing. This is because when there are more links in a path, 
there is a higher probability that more of the links will exceed the threshold link length assuming 
all other things equal, but if all link lengths along a path are less than THRESHOLDLENGTH, then 
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hop count do not have an effect on the metric value for the path. 
 
The SSDLLThresh routing metric specifies the use of a parameter: the threshold link 

length (THRESHOLD_LENGTH). Many heuristics could be used to set the value of this 
parameter. One of the heuristics is to set the threshold link length according to a desired 
minimum link remaining lifetime. From Fig. 1, it can be observed that the remaining lifetime of 
the link between modes A and B is minimum when the velocity of node B relative to node A is 
in the direction of from node A to node B. In other words, if nodes A and B are moving directly 
away from each other, the remaining lifetime of the link between them is shortest. Assuming that 
nodes have maximum speed 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚, the desired link length threshold can be set to the value of 
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙

𝑚𝑚𝑚𝑚𝑚𝑚 using Eq.7, where 𝑡𝑡𝑙𝑙𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑚𝑚𝑚𝑚𝑚𝑚 is the desired minimum remaining lifetime of a link 
l, and R is the maximum node transmission range. 
 

𝑡𝑡𝑙𝑙𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑚𝑚𝑚𝑚𝑚𝑚 =
𝑅𝑅 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚

2𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
→  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑅𝑅 − 2𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡𝑙𝑙𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑚𝑚𝑚𝑚𝑚𝑚 … … (7) 

 
We now illustrate with an example how the routing metric value of a path is computed. 

Consider the network in Fig. 3. The lengths of the links are given next to the links in the figure. 
Suppose node 1 is the source, node 4 is the destination, and THRESHOLD_LENGTH is set to 
200 m. three paths exist in the network: 1-2-3-4, 1-5-4, and 1-6-7-8-4. Path 1-2-3-4 has the 
lowest SSDLLThresh value and is selected. 
 

 
 

Fig. 3. An example illustrating how the first proposed routing metric is used 

 

By favoring paths consisting of short links, we argue that the SSDLLThresh routing metric 
is able to handle the unpredictable nature of node mobility. For example, suppose two 
neighboring nodes forming a link and the link has a high expected remaining lifetime. Then, 
suppose the nodes change their mobility abruptly. Due to the change in node mobility, the 
expected remaining lifetime that was computed earlier becomes inaccurate. However, if the 
SSDLLThresh routing metric is used, due to the short link length, it takes some amount of time 
before the link can become broken. Hence, the SSDLLThresh routing metric is effective 
regardless of the node mobility model used. However, the same cannot be said in some other 
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routing metrics such as the one used in ABR [3] or routing metrics that are based on historical 
information. 
3.4 Proposed Routing Metric 2: Sum of Squared Combined 

In Section 3.3, we proposed the SSDLLThresh routing metric. It tries to select paths 
consisting of short links by assigning a penalty to links that exceeds a threshold link length. 
However, it does not consider node mobility. In this section, we extend it to also consider node 
mobility. We call the extended routing metric Sum of Squared Combined (SSC) and its equation 
is given as follows: 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝 = ∑𝑙𝑙∈𝑝𝑝,𝑛𝑛∈𝑝𝑝,𝑛𝑛≠𝑠𝑠𝑠𝑠𝑠𝑠(𝑝𝑝)((𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙 − min(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙 ,𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐷𝐷𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿)) + 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛)2 ……………(8) 
 

where  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛  is the measure of the mobility of node n (an intermediate or the 
destination node) in path p, l is a link in path p, and src(p) is the source of path p. It is worth 
noting that we designed the routing metric to do the following things: a) penalize links 
exceeding THRESHOLDLENGTH by giving them “1 demerit point” for every meter they exceed 
THRESHOLDLENGTH, and b) penalize nodes in the path by giving them “1 demerit point” for 
every unit of node mobility. Hence, we directly plus mobilityn in Eq. 8. In reality, we can 
actually multiply with k for each of the factors (such as link length and/or node mobility). For 
example, we may give more weight to node mobility by multiplying with 2 or 3. Or we can give 
some powers to them. When node mobility information is available, 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛 is generally the 
speed at which the considered node is moving in unit of meters per second. The selected path 𝑝𝑝∗ 
is defined as follows: 
 

𝑝𝑝∗ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑝𝑝∈𝑃𝑃�𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝�… … … … (9) 
 

Compared to the SSDLLThresh routing metric, the SSC routing metric assigns penalty not 
only to paths consisting of long links but also paths that are formed through nodes with a high 
degree of node mobility. 
 
3.5 Replacing the Use of True Link Length Information with Estimated Values 

In the proposed routing metrics, geographical and node mobility information are required. 
A method of obtaining such information is through the use of sensors such as GPS. However, 
requiring the use of sensor incurs additional cost. For example, we found the price of the GPS 
sensor board MTS420 (circa 450 USD) to be about thrice the price of the IRIS mote XM2110 
(circa 150 USD). Besides, there are also scenarios where sensors are inapplicable, for example, 
GPS sensors perform poorly inside buildings and are unsuitable for low power nodes. In this 
section, we look to substitute the use of actual link length information with their estimated 
values. In some WSN routing protocols, nodes periodically broadcast HELLO messages to allow 
other nodes to sense their presence. This feature could be exploited to estimate the distance 
between two nodes. 

 
In Fig. 4, we show two contrasting scenarios of the distance between two nodes A and B. 

In Fig. 4a, nodes A and B are located close to each other while in Fig. 4b the nodes are at a 
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maximum distance from each other (subject to link A-B not broken). From this figure, it seems 
that the distance between any two neighboring nodes A and B can be estimated by evaluating the 
ratio of the number of nodes in the intersection of set U and V to the number of nodes in the 
union of sets U and V, where U is the set containing node A and its surrounding neighboring 
nodes, V is the set containing node B and its surrounding neighboring nodes. Therefore,  𝑼𝑼 =
{𝐴𝐴} ∪ 𝑵𝑵𝑨𝑨,𝑽𝑽 = {𝐵𝐵} ∪𝑵𝑵𝑩𝑩 , and Nx  is the current neighbor set of a particular node 𝑥𝑥 . For 
simplicity, we refer to the ratio of the number of nodes in the intersection of sets U and V to the 
number of nodes in the union of sets U and V as overlap_ratio.  

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜_𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
|𝑼𝑼 ∩  𝑽𝑽|
|𝑼𝑼 ∪  𝑽𝑽| … … … … (10) 

 
(a)                                                                                        (b) 

Fig. 4. Estimating the distance between two nodes:  
(a) two nodes are close to each other, (b) two nodes are at maximum distance from each other 

 

Assuming that nodes are uniformly distributed, as node density approaches infinity, 
overlap_ratio is approximately equal to the ratio of the area of the overlapping region of two 
equal circles to the total area covered by the two circles. In the following, we derive the area of 
the overlapping region of two equal circles as shown in Fig. 5 From trigonometry, we have: 

cos
𝜃𝜃
2

=
𝑑𝑑

2�
𝑅𝑅

=
𝑑𝑑

2𝑅𝑅
→ 𝜃𝜃 = 2 cos−1

𝑑𝑑
2𝑅𝑅

… … … … . (11) 
 

The area of the sector with angle θ (ACFD) can be computed by using the concept of 
proportionality, i.e.: 
 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝜃𝜃

2𝜋𝜋
× 𝜋𝜋𝑅𝑅2 =

𝜃𝜃𝑅𝑅2

2
… … … … (12) 

 
Substituting Eq.11 into Eq.12, we have: 

 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
(2 cos−1 𝑑𝑑

2𝑅𝑅)𝑅𝑅2

2
= 𝑅𝑅2 cos−1

𝑑𝑑
2𝑅𝑅

… … … … (13) 
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Using Pythagoras’ Theorem, we have: 
 

�
𝑑𝑑
2
�
2

+ �
ℎ
2
�
2

= 𝑅𝑅2 → ℎ = �4𝑅𝑅2 − 𝑑𝑑2 … … … … (14) 
 

The area of the triangle ACD can be computed as follows: 
 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴 =
1
2

×
𝑑𝑑
2

× ℎ =
𝑑𝑑
4
�4𝑅𝑅2 − 𝑑𝑑2 … … … … (15) 

 
Finally, the area of the overlapping region of the two circles is given by two times the area 

of the “D-shaped region” CDE or CFD, each of which is given by the area of the sector ACFD 
minus the area of the triangle ACD. 
 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜_𝑜𝑜𝑜𝑜_𝑡𝑡𝑡𝑡𝑡𝑡_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒_𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 2 × (𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴) … … … … (16) 
                                         = 2(𝑅𝑅2 cos−1 𝑑𝑑

2𝑅𝑅
− 𝑑𝑑

4
√4𝑅𝑅2 − 𝑑𝑑2) 

                                        = 2𝑅𝑅2 cos−1 𝑑𝑑
2𝑅𝑅
− 𝑑𝑑

2
√4𝑅𝑅2 − 𝑑𝑑2 

 
From Eq. 16, the ratio of the area of the overlapping region of the two circles to the area 

jointly covered by the two circles is given as follows: 
 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜_𝑜𝑜𝑜𝑜_𝑡𝑡𝑡𝑡𝑡𝑡_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢_𝑜𝑜𝑜𝑜_𝑡𝑡𝑡𝑡𝑡𝑡_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
=

2𝑅𝑅2 cos−1 𝑑𝑑
2𝑅𝑅 −

𝑑𝑑
2 √4𝑅𝑅2 − 𝑑𝑑2

𝜋𝜋𝑅𝑅2 + �𝜋𝜋𝑅𝑅2 − �2𝑅𝑅2 cos−1 𝑑𝑑
2𝑅𝑅 −

𝑑𝑑
2√4𝑅𝑅2 − 𝑑𝑑2��

 

                                                          ≈ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 … … … … (17) 
 
From Eq. 17, we observed that 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is approximately equal to the ratio of the 

area of the overlapping region of the two circles to the area of the union of the two circles, which 
is determined only by the distance between the centers of the two circles d, and the maximum 
node transmission range R. Hence, to determine the relationship between 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  and 
distance between the two node d, we need to express d in terms of 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟. Alas, we were 
unable to do that. Instead, we resorted to solving Eq. 18 using the bisection root finding 
numerical method by setting a constant value for R (250 m is assumed in our work) and varying 
the value of k. 
 

2𝑅𝑅2 cos−1 𝑑𝑑
2𝑅𝑅 −

𝑑𝑑
2√4𝑅𝑅2 − 𝑑𝑑2

𝜋𝜋𝑅𝑅2 + �𝜋𝜋𝑅𝑅2 − �2𝑅𝑅2 cos−1 𝑑𝑑
2𝑅𝑅 −

𝑑𝑑
2 √4𝑅𝑅2 − 𝑑𝑑2��

− 𝑘𝑘 = 0 … … … … (18) 
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Fig. 5. Finding the area of the overlapping region of two equal circles 

 

The graph of the relationship between link length d and overlap ratio (𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) is 
plotted in Fig.6. Using the curve fitting method with a polynomial of degree two, the 
relationship between link length and overlap ratio is as shown by the equation in Fig. 6. This 
equation can be used to estimate the length of a link given the overlap ratio as computed from Eq. 
10. The value of overlap ratio is generally in the range of approximately 0.25 to 1.00. For values 
smaller than that, we simply set the estimated length of the considered link to R = 250 m. 

 

 
Fig. 6. The plot of the relationship between link length and overlap ratio 
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The accuracy of the estimated link lengths is governed by how closely the considered regions in 
a real scenario agree on the assumptions made when deriving the relationship between the 
overlap ratio and the length of a link, i.e., i) the uniformity of the node distribution in the 
considered regions, and ii) node density in the considered regions. When node distribution is 
more uniform or node density is higher, the accuracy of the estimations will be higher. This is 
because by using Eq. 17, we are assuming uniform node distribution and high/infinite node 
density. On the other hand, we try to use simulation to determine the relationship between 
overlapratio and link lengths. However, we found that the relationship is only valid for the 
simulation settings used. It not be valid for other scenarios. In this paper, we estimate link length 
using overlap ratio. If the relationship between 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 and link lengths is not accurate, 
then the estimated link length is also inaccurate. This can cause a negative effect on the route 
selection. In other words, less stable route may be selected due to wrong information. We also 
identified stale neighborhood information as another source of link lengths estimation 
inaccuracy. In this paper, HELLO beacon messages are broadcasted by nodes at fixed interval 
and asynchronously. Suppose there are three nodes A, B, and C. Node A send HELLO packets at 
time 1.0s, 2.0s, …, node B sends HELLO packets at time 1.1s, 2.1s, …, and node C sends 
HELLO packets at 1.2s, 2.2s, …. Also, let’s assume at time 1 s, nodes B and C are not neighbors 
of A, but at time 2s, nodes B and C are neighbors of A. Because node B only send HELLO 
packet at 2.1 s, and node C only send HELLO packet at 2.2s, at time 2.0 s, nodes B and C are 
neighbors of node A, but node A do not realize this fact because it has not receive HELLO 
packets from nodes B and C (this is the inaccuracy). Hence, the current neighbor set may not be 
accurate. Since neighborhood information is used in estimating link length and node mobility, 
the link length and node mobility estimation ought to be less accurate then it should be. 
Therefore, stale neighborhood information can cause a negative effect on the route selection. 
Another example, suppose node y was previously a neighbor of node x but has moved out of 
transmission range from node x but the neighbor list entry of node y in node x’s neighbor list has 
not expired yet. Hence, node x still regards node y as its neighbor. A similar scenario is 
encountered when a new node z has moved within transmission range from node x but has not 
broadcast a new HELLO message. In this case, node x does not yet recognize node z as its 
neighbor. Fig.7 presents how sensitive the stale neighborhood information could affect link 
length via standard deviation of link length. 
 

 
Fig. 7. Relationship between stale neighborhood information and standard deviation of link length 
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When estimated link lengths are used in place of actual link lengths when computing the 
routing metric value of links using the SSDLLThresh routing metric, we actually transformed the 
routing metric from one that considers link length to another that considers the ratio of the 
number of nodes in the intersection of the transmission coverage areas of two nodes forming a 
link to the number of nodes in the union of the transmission coverage areas of two nodes 
forming a link to the number of nodes in the union of the transmission coverage areas of the two 
nodes. As discussed above, a source of link length estimation inaccuracy is in how closely the 
assumptions made are followed in actual scenarios. However, we argue that our routing metrics 
continue to work even if the assumptions are only followed loosely, albeit with lower 
performance. 
 
3.6 Estimating Node Mobility 

In section 3.4, we proposed a routing metric that takes into consideration link length and 
node mobility. A method to estimate link length was established in Section 3.5. Without relying 
on sensors, it is difficult to measure node mobility. Fortunately, it turns out that the method 
proposed in Section 3.5 to estimate the distance between two neighboring nodes can also be used 
to estimate the amount of distance a node has moved from its previous location with little 
modification. Instead of computing overlap_ratio using a node’s current neighbor set and 
previous neighbor set as shown in Eq.19. 

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
�𝑵𝑵𝑥𝑥 ∩ 𝑵𝑵𝑥𝑥

𝑝𝑝�
�𝑵𝑵𝑥𝑥 ∪ 𝑵𝑵𝑥𝑥

𝑝𝑝�
… … … … (19) 

Where, Nx
p is the previous neighbor set of the node x. 

 
Fig. 8 shows the difference between the two different operations: i) estimating the length of 

the link between two different nodes, and ii) estimating the amount of distance a node has 
moved from its previous location. 

 
Fig. 8. (a) estimating the length of a link, vs.  

(b) estimating the distance a node has moved from its previous location 
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Generally, the overlap ratio in Eq.19 measures the degree of change in the neighbor set of 
a node between two successive sampling times. The change in the neighbor set of a node can be 
viewed as one of the following scenarios: i) the node is moving but its neighbors are static, ii) 
the node is static but its neighbors are moving, and iii) both the node and its neighbors are 
moving. In each scenario, a higher change in the neighbor set of a node signifies higher relative 
velocities between the node and its neighbors. The change in neighbor set of a node is also used 
in many other routing metrics to measure node mobility, for example, Mobility Factor (MF) [19] 
and Neighbor Change Ratio (NCR) [20]. The amount of distance a node has moved from its 
previous location is then used as the measure of its mobility( 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛) in Eq.8. 

4. Results and Discussion 
In this section, we provide the details of the evaluation work done and then discuss upon 

the results. We used the network simulator 2 (ns-2) [21] network simulator in our evaluation. We 
placed 75 nodes in a rectangular region of dimension 1500 m by 300 m (same dimension as used 
in [22]). Each scenario was repeated 20 times using different seed numbers in the range [1, 20] 
when generating the node mobility and network traffic patterns. The network traffic used in each 
instance of simulation consists of 5 pairs of CBR traffic flows each flowing at the rate of 40 
Kibps (512 B packet size at the rate of 10 packets/s; 1Ki  = 210 = 1024, 1K = 103=1000), and 
(each flow) starting at a random time in [0, 20] s simulation time. The physical and MAC related 
configurations were set to emulate the IEEE 802.11 ERP-DSSS [23] [24] physical layer. Nodes 
have a maximum transmission range R of 250 m and a carrier sensing range of 550 m. The node 
mobility model used is the random waypoint model. We varied the degree of node mobility by 
varying the maximum node speed from 5 m/s to 25 m/s in increments of 5 m/s while the pause 
time is set to 0 s to that nodes are constantly moving. 

 
The routing metrics used for performance evaluation are: 
- Packet delivery ratio (%): the total number of data packets that were successfully delivered 

divided by the total number of data packets sent by all sources 
- Normalized routing load: the number of transmissions of all routing packets (RREQ, 

RREP, RERR, and HELLO) divided by the total number of data packets that were 
successfully delivered. It is a measure of the average number of transmissions required for 
routing packets for every data packet successfully delivered. 

- Average packet latency (ms): the average of the end-to-end delays of data packets that 
were successfully delivered. 

- Average hop count: the average hop count of data packets that were successfully delivered. 
- Number of route discoveries: In AODV, a route discovery is uniquely identified by a 

<source, broadcast ID> pair. The number of route discoveries is an indirect measure of the 
stability of the discovered routes as more route discoveries are needed when they are more 
route breakages. 
 

4.1 Comparing AODV-minSSDLLThresh-true, AODV-SR,MPL and AODV- MPL 

The purpose of this comparison is threefold: i) to show that the path with the highest 
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estimated remaining lifetime does not necessary performs best because link remaining lifetimes 
are computed based on instantaneous node velocities and nodes could change their velocities 
after their velocities have been sampled thus leading to inaccurate estimated link remaining 
lifetimes, ii) to show that paths formed by shorter links are more stable than paths formed by 
longer links, and iii) to show that the proposed SSDLLThresh routing metric performs well 
despite not being able to accurately select the most stable paths in terms of the estimated 
remaining lifetime due to not using node velocity information. Not using node velocity 
information is a constraint that we set when developing our routing metrics so that the developed 
routing metrics can be used without using sensors. 

AODV-SR,MPL is a simple extension of AODV-MPL that tries to provide a certain level 
of guarantee of route stability by allowing only links that are less than the threshold length (set 
to 200 m for AODV-SR,MPL). By constraining to a subset of available paths, the selected path 
might be suboptimal in regard to maximizing the estimated link remaining lifetimes could be 
inaccurate. Indeed, we found that AODV-SR,MPL outperform AODV-MPL. AODV-SR,MPL 
obtained higher packet delivery ratios (Fig. 9a) and lower normalized routing loads (Fig. 9b). 
This is because routes setup by AODV-SR,MPL are considerably more stable as can be verified 
by the number of route discoveries produced (Fig. 9e). Compared to AODV-MPL, AODV-
SR,MPL produced approximately 14.5%, 9%, 12.5%, 16.4% and 13.2% fewer route discoveries 
at 5, 10, 15, 20 and 25 m/s, respectively. This shows that routes break less frequently when 
AODV-SR,MPL is used than when AODV-MPL is used, which indicates that the routes found 
by AODV-SR,MPL are more stable than the routes found by AODV-MPL. The average hop 
counts are higher with AODV-SR,MPL (Fig. 9d) because the links of the routes have limited 
length. In terms of the average packet latency (Fig. 9c), there was no clear winner as AODV-
SR,MPL outperformed AODV-MPL at 5, 10 and 25 m/s while the reverse is true at 15 and 20 
m/s. 

AODV-minAODV-SR,MPL-true is an extension of AODV that uses the SSDLLThresh 
routing metric. True link length information was used in computing the SSDLLThresh values 
(assuming that the necessary information is obtained from GPS sensors), hence the “-true” suffix 
at the end of the name of the method. The threshold link length value is set to 0.7R = 175 m in 
order to balance the tradeoff between path remaining lifetime and hop count. From Fig. 2 it can 
be seen that links of 175 m long achieved an average lifetime of approximately 60% of the 
average lifetime of links of 0 m long. From our evaluations, we found that AODV-min 
SSDLLThresh-true performed quite closely to AODV-MPL but is outperformed by AODV-
SR,MPL in terms of packet delivery ratio (Fig. 9a). When comparing the normalized routing 
loads (Fig. 9b), AODV-minSSDLLThresh-true performs closer to AODV-SR,MPL at lower 
degrees of node mobility (5-15 m/s) but closer to AODV-MPL at higher degrees of node 
mobility (20-25 m/s). AODV-SR,MPL produced the lowest normalized routing loads because 
some of the RREQs are ignored at certain nodes. AODV-minSSDLLThresh-true produced the 
lowest average packet latencies as can be seen in Fig. 9c. This could be due to the lower average 
hop counts of packets when AODV-minSSDLLThresh-true is used (Fig. 9d). The stability of the 
routes found by AODV-minSSDLLThresh-true is the best at lower degrees of node mobility (5-
15 m/s). At higher degrees of node mobility, the routes found by AODV-SR,MPL were more 
stable than those found by AODV-minSSDLLThresh-true as can be seen in Fig. 9e. From this 
comparison, we found that the SSDLLThresh routing metric does a good job at approximating 
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and even outperform the path remaining lifetime routing metric (AODV-MPL) at lower degrees 
of node mobility (5-15 m/s) despite using less information (only link lengths are used in AODV-
minSSDLLThresh-true as opposed to both link lengths and node velocities in AODV-MPL). 
From this, it also seems that the SSDLLThresh routing metric can be further improved by 
considering node mobility. 

       
a. packet delivery ratio                                             b. normalized routing load 

 
c. average packet latency                                      d. average hop count 

 
e. number of route discoveries 

Fig. 9. Comparing AODV- minSSDLLThresh-true, AODV-SR,MPL and AODV-MPL 
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4.2 Comparing AODV-minSSDLLThresh-true and AODV-minSSC-true 

AODV-minSSC-true is the direct extension of AODV-minSSDLLThresh-true. AODV-
minSSC-true takes into account both link lengths and node mobility when evaluating paths as 
opposed to only considering link lengths in AODV-minSSDLLThresh-true. True link length 
information was used in both methods, and the threshold link length value used in both methods 
is 0.7R = 175m. the purpose of this comparison is to show that by taking into account node 
mobility when selecting paths, paths that are more stable could be found. 

We found that AODV-minSSC-true outperforms AODV-minSSDLLThresh-true in most 
aspect due to the use of extra information – node mobility. AODV-minSumSqCombined-true 
obtained higher packet delivery ratios (Fig. 10a), lower normalized routing loads (Fig. 10b), 
lower average packet latencies (Fig. 10c), and lower number of route discoveries (Fig. 10e). 
However, the average hop counts of the two methods are almost identical as can be seen in Fig. 
10d. 
 

       
                a. packet delivery ratio                                                 b. normalized routing load 

       
                c. average packet latency                                          d. average hop count 
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e. number of route discoveries 

Fig. 10. Comparing AODV-minSSDLLThresh-true and AODV-minSSC-true 

5. Conclusion 
The hop count routing metric is commonly used in wireless sensor network routing 

protocols, but it does not perform well in mobile scenarios, the reason being the hop count 
routing metric favors lower hop count paths with long links over higher hop count paths with 
short links and longer links tend to break more easily than shorter links. In this paper, several 
methods for improving routing in mobile wireless sensor network were investigated. We first 
experimented with using link length information in conjunction with estimated path remaining 
lifetimes (AODV-SR,MPL) to improve network performance. Compared to purely using only 
the estimated path remaining lifetime as the routing metric (AODV-MPL), the AODV-SR,MPL 
method displayed better performance due to the higher stability of the discovered routes. 
However, this method may not find a path from a source to a destination even if many paths 
exist due to nodes dropping RREQs under certain conditions.  To resolve this problem, another 
method is proposed - using a routing metric to assign penalty to long links that exceed a certain 
threshold length (SSDLLThresh-true). An extension of this routing metric that further takes into 
account node mobility was subsequently proposed (SSC). Both of these routing metric perform 
well and do not possess the deficiencies of the AODV-SR,MPL and AODV-MPL methods. 
When accurate information is available (by using GPS and other sensors), these routing metrics 
perform well. However, the true beauty of these routing metrics lies in the fact that they can 
even be used even without GPS and other sensor. From our investigation, we found that the 
proposed routing metrics are highly effective and they outperform existing routing metrics and 
the hop count routing metric even when used without accurate information from GPS and other 
sensors. 
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