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Abstract 
 

Given a video stream delivering system deployed on a multicast tree, which is embedded in a 

multi-channel multi-radio wireless mesh network, our problem is concerned about how to 

allocate interference-free channels to tree links and maximize the number of serviced mesh 

clients at the same time. In this paper, we propose a channel allocation heuristic algorithm 

based on best-first search and backtracking techniques. The experimental results show that our 

BFB based CA algorithm outperforms previous methods such as DFS and BFS based CA 

methods. This superiority is due to the backtracking technique used in BFB approach. It allows 

previous channel-allocated links to have feasibility to select the other eligible channels when 

no conflict-free channel can be found for the current link during the CA process. In addition to 

that, we also propose a tree refinement method to enhance the quality of channel-allocated 

trees by adding uncovered destinations at the cost of deletion of some covered destinations. 

Our aim of this refinement is to increase the number of serviced mesh clients. According to our 

simulation results, it is proved to be an effective method for improving multicast trees 

produced by BFB, BFS and DFS CA algorithms. 
 

 

Keywords: Channel Allocation, interference free, multicast, best first, backtracking, 

wireless mesh networks. 
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1. Introduction 

The wireless mesh network (WMN) has recently become a promising technology for the 

next-generation broadband wireless networks. A WMN consists of a number of mesh routers 

and mesh clients [1]. The mesh routers equipped with at least one network interface are 

stationary and form a multi-hop wireless backbone. Some special mesh routers act as gateway 

nodes which connect Internet with wired lines. The other mesh routers can only access Internet 

by multi-hop communications through the gatway. Except for acting as a router, a mesh router 

can also act as an access point (AP) by which neighboring mobile mesh clients can access 

backbond with one-hop communications through AP. Some commerical WMNs are deployed 

and operated with this architecture [2][3]. 

However, to make WMNs popular and indispensable, it is still required to prove that killer 

applications such as net TVs and interactive online games can be deployed and operated on 

WMNs in a commercial way. Therefore, we consider the following scenario: assuming that 

there is only one gateway node with video/audio servers in a WMN, in which a number of 

mesh clients attached with different mesh nodes may simultaneously send out a request to ask 

for receiving a streaming TV program. The program is assumed to be sent out from the video 

server only. A number of mesh clients in different mesh nodes may then subscribe to watch a 

live MLB baseball streaming at the same time. 

Obviously, it is better to implement this video streaming system in a multicast tree structure 

to save bandwidth. It is well known that the performance of a WMN is greatly affected by 

interference between links with overlapping channels in vicinity areas. If multiple radio 

interfaces can be available in each mesh router, we may bind interfaces with partially 

overlapping channels to minimize the interference and increase network capacity [5][6]. That 

is, a multi-channel multi-radio (MCMR) WMN is required for constructing a multicast tree to 

implement our video streaming system described above. In most published references [7][8], 

most multicasting problems were studied based on how to minimize the maximum 

interference or the overall interference. Based on view points of mesh clients, we focus on how 

to maximize the number of mesh clients that can successfully receive their subscribed video 

stream in a multicast session. Since the more clients receive streaming service, the more profit 

we can make. This optimization goal is more reasonable and attractable for content providers 

and mesh networks owners. 

In addition, since high transmission rate is required by video streams to provide 

high-resolution programs, concurrent transmissions on all the links in a multicast tree should 

be interference free. By putting these two goals together, a problem named maximum-revenue 

and delay-constrained multicast (MRDCM) is proposed in reference [4]. This problem is 

solved in two steps. First, a load-oriented multicast tree is determined. Second, a channel 

allocation (CA) algorithm is then used to allocate interference-free channels to tree links. 

Because the channel resource is limited, some links which can not have channel allocated are 

then deleted. The final channel-allocated multicast trees satisfy two goals described above. A 

number of heuristics proposed in reference [4] are developed based on this approach. 

The CA algorithm is an important step for solving MRDCM problem and has been proved to 

be an NP-complete problem [9]. In reference [4], two primitive heuristics (load-oriented BFS 

and load-oriented DFS) are presented for it. These two approaches are developed based on the 

number of mesh clients in mesh routers and common searching paradigms such as depth-first 

search (DFS) and breadth-first search (BFS). In this paper, we re-investigate the CA problem 
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and propose a new and efficient method referred as the best-first and backtracking (BFB) 

algorithm. With the backtracking technique, BFB allows previous channel-allocated links to 

have feasibility to select the other eligible channels when no conflict-free can be found for the 

current link during the CA process. As a result, we may expect the BFB based CA algorithm 

consistently outperforms DFS and BFS based CA algorithms. 

Since the final channel-allocated multicast tree is a partial multicast tree, it may not cover all 

the destinations. Hence, the tree is not optimal and can be improved even further. Therefore, 

we also propose a tree refinement procedure to improve the partial multicast tree by adding 

uncovered destinations at the expense of deletion of some covered destinations. Our aim of 

this refinement is to increase the number of serviced mesh clients.  

Given a set of multicast trees constructed by the load-based multi-channel multicast 

(LMCM) method proposed in our previous work [4], we provide simulation experiments in 

section 6 to compare the performance of BFB with DFS and BFS based approaches. At the 

same time, we also give simulation results to show that the tree refinement technique is an 

effective way for improving the quality of solutions found by BFB, DFS and BFS algorithms. 

The rest of the paper is organized as follows. Section 2 reviews past work related CA in 

MCMR WMNs. Section 3 gives a system model and definitions for the CA problem studied 

here. Section 4 describes BFB based CA algorithm. Section 5 gives a refinement algorithm for 

improving the channel-allocated multicast trees. Our experimental results are shown in section 

6.  Finally, we conclude our work in section 7. 

2. Related Work 

The CA problem of minimzing the interference caused by frequency overlapping channels is 

the core problem of multicast routing implemented on MCMR WMNs. Most CA algorithms 

published for multicast focus on the issue about minimizing interference while network 

connectivity does not degrade. In general, CA problem for multicast in MCMR WMNs can be 

classified into three categories: (1) routing first, CA second [10][11][12][13][14][15]; (2) CA 

first, routing second [16][17][18]; (3) joint design of CA and routing [19][20]. 

LCA and MCM algorithms proposed in references [10][11] belongs to the first category. 

The LCA contains two steps. First, the BFS traversal is used to build a multicast tree where 

each node is equipped with two interfaces and assigned a level value. Second, for nodes in 

level i , they are assigned with two channels: 1i  and i , where channel 1i  is used for 

receiving packets from parent node and channel  is used to broadcast packets to its child nodes. 

The scheme is simple but the co-channel and adjacent channel interference from nearby links 

could be very serious. Therefore, the authors in [11] proposed a more intelligent algorithm 

named MCM. In MCM, a multicast tree with minimum relay nodes and minimum hop counts 

is constructed first. Then, a heuristic CA scheme is used to assign partially overlapping 

channels to the sending interface of a node by minimizing interference derived from 

neighboring relay nodes. However, this approach suffers from the hidden channel problem 

which can be eliminated by a CA algorithm named minimum interference multi-channel 

multi-radio multicast (M4) proposed in [14][15]. In M4, the authors assume that nodes that are 

three or more hops away from each other do not interfer. This assumption is not practical since 

it is very easy to have a situation that the interference range is larger than two hops. The 

wireless broadcast advantage (WBA) [23] is considered in both MCM and M4 to save the 

number of transmissions. The WBA is defined as all neighboring nodes within transmission 

range of a sending node can receive a data packet in one transmission from the sending node. 

For references [16][17] in the second category, the authors proposed the multi-channel 
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minimum number of transmissions (MCMNT) algorithm to construct multicast trees for given 

channel-allocated networks. The goal of MCMNT is to minimize the total number of 

transmissions required to deliver a data packet from source to all destinations.  However, no 

discussion on interference is given and only orthogonal channels can be used in their random 

CA scheme. Also in the second category, Lim et al. [18] proposed a distributed and bottom-up 

approach to construct multicast trees with the objective that the number of channels which 

interferes with each other within two-hop distances is minimized. Nevertheless, this approach 

requires channel switching which may degrade the performance. 

In contrast to previous approaches, the study in the third category is concerned about how to 

solve both multicast routing and channel allocation problems jointly. In our previous work 

[19], by taking both multicast routing and channel assignment into account simultaneously, a 

heuristic algorithm named load-oriented routing and channel assignment (LORCA) based on 

wireless broadcast feature is developed for constructing multicast trees. The simulation results 

show that LORCA is better than the other methods which are routing first and then followed 

by CA. However, only orthogonal channels are available in this work. In reference [20], the 

authors provide a mathematical model for the cross-optimization of multicast tree construction 

with minimal interference. The optimal solution is obtained by solving the binary integer 

programming (BIP) formulation of the model. 
 

 
Fig. 1. A multicast tree 

 

 

Fig. 2. A node-weighted multicast tree 
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3. Problem Definitions and Assumptions 

Given a multicast tree ),( EVT  embedded in a MCMR WMN, as shown in the Fig. 1, it is 

assumed that a video-stream delivering system is deployed in the gateway node a  (the root) to 

provide continuous video/audio streams, and the other internal and leaf nodes are the mesh 

routers. For each node Vu , it is equipped with multiple radios and a weight )(ureq . Here, 

the value of )(ureq  represents the number of mesh clients serviced by node u . We also define 

a destination set M = { u  | Vu and 0)( ureq }. A destination is defined to be a node where 

at least one mesh client under it subscribes to receive a video/audio stream provided by the 

multimedia server. Hence, a mesh client is also called a subscriber in this paper. 

Assumed that at least two network interfaces are equipped with each node, and the 

transmission range of each node is the same. The problem we study here is to find a way to 

bind each interface to a channel so that multiple streams can be concurrently transmitted 

among all the links without any interference. That is, our problem is required to allocate 

interference-free channels to tree links so that the nodes in M  can be totally covered. 

Let ),( EVT   be the resulting multicast tree after CA is performed and TT  . Since the 

channel resource is very limited, it is possible that VM  . Therefore, our goal is then set to 

find a set of interference-free channels for links so that the following equation is maximized: 

 

  VvMv vreqGain && )(                                                          (A) 

 

Gain is the total number of mesh clients who can be serviced by T . The maximum Gain  is 

obtained when VM  . To obtain an interference-free multicast tree, we may simply allocate 

orthogonal channels to links and then delete the unallocated links. However, the number of 

orthogonal channels is so few that the total number of clients covered by T  is also very few. 

For example, there are only three orthogonal channels in IEEE 802.11b/g standard. Hence, in 

this study both partially overlapping and orthogonal channels are utilized for CA. Based on 

interference factor discussed in next paragraph, we will show how to assign non-orthogonal 

channels to links to achieve multiple interference-free transmissions. 

Given a transmission range R  and an interference range IR , an interference factor ( IF ) 

defined as RIR  by Zeng [10] to measure the interference strength between two 

channel-allocated nodes. Suppose channel 1c  and 2c  are allocated to two neighboring nodes, 

a term named channel separation ( CS ) is defined as 21 cc  . In reference [10], a method is 

described to measure IF  based on different CS . The relationship between IF and CS  is 

greatly affected by the transmission rate at the physical layer. For transmission rate of 

Mbps11  in b11.802IEEE standard, the relationship between IF and CS  is given in Table 1. 

Table 1. Channel separation vs interference factor when transmission rate is Mbps11  

Channel separation  ( CS ) 0 1 2 3 4 5 

Interference factor  ( IF ) 2.0 1.2 0.7 0.5 0.2 0.0 

 

In the CA algorithm of MCM, IF  is used to minimize the overall interference from the 

neighborhood of a node. In this study, since our goal is to create an interference-free multicast 

system, we use CS  to guide CA process as the distance   between two nodes is known. For 
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example, if R1.1 , the value of CS  must be at least 2 to avoid interference between two 

nodes. In b11.802IEEE system, if channel 21 c  is allocated to one node, then the feasible 

channels that can be allocated to another node would be 11...,,5,42 c . For the case of 

R2 , two nodes does not interfere with each other with the same number of channel. The 

above relationship is established based on the following assumption: all the nodes have the 

same R  and IR . 

With the distance between two links is fixed, we can assign both orthogonal and partially 

overlapping channels to them so that the channel separation is large enough to support 

interference-free concurrent transmissions. Since all the channels are available, the value of 

Gain  computed is expected to be much better than the value of Gain  computed by a method 

with orthogonal channels only. 

4. Heuristics for Channel Allocation 

In this section, we first introduce a data structure called interference matrix IM . It is used to 

record the relative location between any two links and the least channel separation. The 

implmentation details of IM  will be discussed in next sub-section. With the help of IM , we 

can easily determine whether two links are interfering each other and then find conflict-free 

channels which can be allocated to them. 

4.1 Interference Matrix Definition 

Given a multicast tree, we are required to compute an auxiliary data structure called 

interference matrix IM based on Table I before we can allocate channels to the links. 

Definition of IM is given in Fig. 3. For each entry ),(),( ji llIM ,   denotes the 

interference type for links il and jl , and )()( ji lchannellchannel   which denotes the 

least number of channel separation to avoid interference between two links. The value of   

can be 1, 2, 3. The value of  can be 0 ~ 5. 

The interference range ( IR ) is assumed to be R2  where R  is the transmission distance 

between any two nodes. Here, we assume transmission power is the same for all the nodes. 

The distance between two links, il  and jl , is denoted as ji, which is the minimum distance 

between any two terminal nodes of links il and jl . When 0, ji , two tree links must be 

adjacent or consecutive. The two situations are distinguished by   value that can be 1 or 2. If 

they are sibling links, they may share one common channel by taking advantage of wireless 

broadcast nature. Hence, )0,1(),( ji llIM is shown in line (1) in Fig. 3. If they are 

consecutive links, only non-overlapping channels can be allocated to them. That is, the 

number of channel separation,  , must be at least 5. Hence, )5,2(),( ji llIM  is shown in 

line (2). As for line (3) ~ (8),   is 3 which represents the third type of relationship of two links. 

Based on the value of ji, , the value of   is then determined to achieve a goal which is that  

the concurrent transmissions of il and jl  are interference-free. In particular, when Rji 2,  , 

links il and jl can simultaneously transmit data without any interference. Hence, the channel 

separation   is 0.  
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Fig. 3. Interference matrix IM definition. 

4.2 Load-oriented BFS and Load-oriented DFS CA algorithms 

Traditionally, there are two approaches for allocating channels to links of multicast trees 

embedded in MCMR WMNs. One is the breadth-first search (BFS), and another one is the 

depth-first search (DFS). Based on these two searching paradigms, two CA algorithms, 

load-oriented BFS and load-oriented DFS, are presented in our previous work [4]. The time 

complexity of both BFS and DFS is |))log(|(
2

VVO [4]. 

4.3 Best-First and Backtracking (BFB) based CA algorithms 

In this section, a new CA algorithm named BFB is presented. The BFB algorithm can allocate 

an interference-free channel to a link. If no such channel can be found, a backtracking 

procedure is used to adjust channels continuously that have been allocated to the interfering 

links so that a feasible and conflict-free channel can be found for the current link. Hence, our 

BFB based CA algorithm consists of two parts: best-first search based procedure and 

backtracking procedure. In fact, the backtracking procedure can also be combined with DFS or 

BFS methods to improve performance. 

4.3.1 Best-First Search Strategy 

Although the searching strategy of load-oriented BFS CA algorithm is guided by the load  

value associated with each node, the sequence of links selected for channel allocation is 

generally in a level-by-level fashion. For load-oriented DFS CA algorithm, the sequence of 

next link selected is different. Nevertheless, as the load-oriented BFS method, the searching 

sequence is also fixed in advance. 

In this section, we introduce a new method based on best-first searching paradigm. The CA 

procedure starts from the root s . Among all the direct neighbor nodes of the root, a node u  

with the highest load value is selected and the link )( us  is then selected for channel 

allocation. The channel-allocated multicast tree ),( EVT  currently covers two nodes, s  and 

u , and one link )( us  . In next iteration, all uncovered neighbor nodes of V  are considered, 

and the best link which can lead to a neighbor node with the highest load value is selected for 

channel allocation. The idea behind this method is to allocate channels to links with higher 

load values as early as possible. Hence, the searching sequence is not fixed and may be very 

For two links il and jl , ),( ji llIM is defined as follows: 

(1) 0, ji , il and jl  are sibling links, )0,1(),( ji llIM ; 

(2) 0, ji , il and jl  are consecutive links, )5,2(),( ji llIM ; 

(3) Rji 2.00 ,   , )5,3(),( ji llIM ; 

(4) RR ji 5.02.0 ,   , )4,3(),( ji llIM ; 

(5) RR ji 7.05.0 ,  , )3,3(),( ji llIM ; 

(6) RR ji 2.17.0 ,   , )2,3(),( ji llIM ; 

(7) RR ji 0.22.1 ,   , )1,3(),( ji llIM ; 

(8) jiR ,0.2  , )0,3(),( ji llIM ; 
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different for different multicast trees. The BFB-based CA algorithm shown in Fig. 4 is 

designed based on this idea.  

In Fig. 4, the load value of each node is defined and computed recursively in a bottom-up 

manner in line (1) ~ (2). For example, load values of the multicast tree shown in Fig. 1 are 

computed and shown in Fig. 2. In line (3) ~ (5) in Fig. 4, a number of data structures are 

initialized. Among them, interference matrix IM is constructed based on the discussion given 

in Fig. 3 and will be used for checking interference between nodes. Moreover, Linked-List L  

is set up for storing channel-allocated links and conflict-free channels that can be allocated to 

them. Linked-List L is designed for the backtracking procedure. It will be discussed in detail in 

next sub-section. 

The best-first searching process which is guided by the load value is started at line (6) by 

initializing a priority queue to store all links incident from the root “ s ”. Then, in the “while 

loop” at line (7), the best directed link )( wula   is selected and removed from Q  if the 

node w  has the largest load  value. That is, the node with the largest load value has the 

highest priority to be selected for allocating channels. This selection criterion is called 

best-first strategy. In line 10, we add all the links incident from w  into Q . For example, in Fig. 

2, )},(),,(),,{( badacaQ   before entering the while loop. Since 5)( cload  is the largest 

load, link ),( ca  has the highest priority to be selected for CA. As a result, 

)},(),,(),,{( hcbadaQ  . In the next step, link ),( da will be the next link selected for CA 

since 4)( dload  is the maximum load.  

In line (12)~(14), we start a process to find a conflict-free channel for the selected link al . 

This process contains three steps as follows: 
 

(1)  Check if WBA can be applied. 
 

(2)  Find_Free_Channel procedure is used to find all the interference-free channels for al . 

 

(3)  The backtracking procedure is used to find all the interference-free channels for al . 

 

If none of the above steps can allocate a channel to al , al  is then deleted. The implementation 

and cooperation of the above three CA procedures will be discussed in detail in next section. 
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Fig. 4. Best-first and backtracking based CA algorithm. 

4.3.2 Backtracking Procedure for Channel Allocation 

Before the backtracking procedure starts, a linked-list must be initialized to store links and  

candidate lists associated with them. At the line (5) in Fig. 4, a linked-list L  is used to store a 

link al  with a candidate list 
al

 . The elements in 
al

 are the interference-free channels that 

can be allocated link al . One example for the linked-list L  is shown in Fig. 6. At line (12), we 

start to do CA for the current link al . 

To do CA for a link al , the first thing is to look up the interference matrix IM to find a 

channel-allocated sibling link bl . If it exists, a channel allocated to bl  can be shared with 

al based on the wireless broadcast advantage. Otherwise, the Find_Free_Channel procedure 

shown in Fig. 5 is used to find all the conflict-free channels which are stored in candidate list 

al
 . The channel of al  is then set to be the first element of 

al
 .  

Based on these candidate lists, we may have flexibility to change the channels for the 

allocated links so that at least one channel can be found for the current link. For example, in 

Fig. 6, we assume that no channel can be found for link ),( EB  and it is interfering with link 

Input: A multicast tree ),( EVT  and a set of channel }1,....,1,0{ c ; 

(1) Let  
v

Yu ureqvload )()( , where vY  is a sub-tree rooted at v , Vv ; 

(2) Recursively compute the load value of each node in a bottom-up manner; 

(3) Initialize 1][ lchannel , El ; 

(4) Construct interference matrix IM for any two links Ell ji , ; 

(5) Define a Linked-List L  where each node L  stores a link l  and a candidate list l  ; 

initialize L ; 

(6) At the root s , let priority queue }),(|),{( sfromincidentlinkdirectedaisvsvsQ  ; 

(7) While ( Q ) { 

(8) Select a link ),( wula  where )(wload  is the maximum value for all Qw ; 

(9) )},{( wuQQ  ; 

(10) }),(|),{( wfromincidentlinkdirectedaisvwvwQQ  ; 

(11) alLL  ; 
al

; 

(12) If ( )0,1(),( ba llIM && )0][( blchannel ) { ][][ ba lchannellchannel  ;} 

(13) Else if ( 0),(__ 
alalchannelfreeFind ) { 

(14) ][ alchannel the first element of 
al

 ; } 

(15) Else if ( 0),( 
alalngBacktracki  ){ 

(16) ][ alchannel the first element of 
al

 ; } 

(17) } 

(18) Delete a link ),( wul  and the sub-tree rooted at w  if 1][ lchannel ; 

(19) Recursively remove a leaf node w  if 0)( wreq ; 

Output: a channel-allocated multicast tree  ),( EVT  ; 
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),( FB , we may change the current channel associated with link ),( FB  from 8 to 9 or 10 so 

that a conflict-free channel can be found for link ),( EB . It is called backtracking strategy.  

When it fails to allocate a conflict-free channel to a link al  by Find_Free_Channel 

procedure, the backtracking procedure in Fig. 7 is then invoked. The backtracking procedure 

works as follows. We starts to search for the first node   in L  where   contains a link bl  

which is interfering with link al  and has no common node with al . In the “for loop” at line (6) 

in Fig. 7, all the feasible channels stored at 
bl

  are enumerated. For each enumeration, we try 

to build up the candidate list 
al

 . The “for” loop stops when a non-empty 
al

 is found and 

returned. Otherwise, a next   node is tested. There are at most len  nodes in L  examined 

before we declare that it fails to find a feasible channel for link al . In that case, link al  is 

deleted from the multicast tree. 

4.3.3 Time Complexity 

The time complexity of Find_Free_Channel procedure is )( EcO  where c  is the number of 

channels. As for Backtracking procedure in Fig. 7, it also requires )( EclenO  steps to 

finish. According to our simulation results shown in Fig. 15, performance ratio converges 

when b value is less than four. It means that “while loop” at line 3 in Fig. 7 executes in at most 

three steps before Backtracking procedure stops. That is, len  can be a small constant. Hence, 

the time complexity of Backtracking procedure would be )( EcO  . 

For BFB based CA algorithm shown in Fig. 4, the construction of interference matrix takes 

)(
2

EO steps at line 4 and the “while loop” at line 7 takes at most )(
2

EcO  steps. In total, the 

time complexity of BFB algorithm is bounded by )(
2

EO at the worst case since c  is a 

constant for different wireless communication standard.  

Since the time complexity of both load-oriented DFS and load-oriented BFS is 

|))log(|(
2

VVO
, the BFB method is more efficient than these two methods when spare 

networks are considered where the number of links is close to number of nodes. However, for 

highly dense networks like complete graphs, the BFS method would be slower than these two 

methods. 

 

Fig. 5. Find_Free_Channel procedure 

Find_Free_Channel ( al , 
al

 ) { 

(1) For ( 0c ; lmax_channec  ; c ) { 

(2)      truetestflag _ ; 

(3)       For ( Tl && ( ][lchannelk  ) 0 ) { 

(4)           kcr  ; 

(5)           If ( r value stored in ],[ llIM a ){ falsetestflag _ ;  break;} 

(6)        } 

(7)        If ( testflag _ ) { }{c
aa ll  ;} 

(8)   }   

(9)  Return (the number of elements stored in 
al

 ); 

} 
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Fig. 6. Linked-List L 

 

 

Fig. 7. Backtracking procedure 

5. A Multicast Tree Refinement Algorithm 

The channel-allocated multicast trees determined by the CA algorithms, such as DFS, BFS 

and BFB heuristics, may cover only a part of destinations. There are still some destinations  

which are not included in the channel-allocated multicast tree T . Hence, we introduce a new 

algorithm called edTree_Refin  in Fig. 8 to improve the Gain  value of T  by including those 

uncovered nodes. However, this addition may cause some covered nodes being deleted from 

the tree to avoid interference. Therefore, how to trade off these nodes to obtain higher Gain  

value becomes the goal of edTree_Refin  algorithm presented in this section. To achieve that 

goal, there are two sub-problems must be solved first. The first one is how to determine a path 

that can connect an uncovered node to T . Another one is how to allocate channels to the path 

so that no interference is invoked in T . 

For each uncovered node , a path P which can connect   to a node  in T  is determined 

based on the channel-unallocated tree T . However, only path P  with length no more than 3 

links is considered. It is because that a longer path may cause more serious interference with 

the links currently in T . A large amount of links may be then deleted from T  when path P  is 

Backtracking ( al ){ 

(1) Searching Linked-List L  from the head to find the first node   containing al  such that α 

value of  ],[ llIM a  is 3; 

(2) Let len  be the length of  Linked-List L ; set 0b ; 

(3) While ( lenb  ) { 

(4)     If ( 
bl

 && ( value of 3],[ ba llIM )  ) { 

(5)         m = number of channels stored in 
bl

 ; 

(6)         For ( 0i ; mi  ; i ) { 

(7)              ][ blchannel = ][i
bl

 ; 

(8)              If ( ( k = ),(__
alalchannelfreeFind  ) 0 ) {return k ; } 

(9)      } } 

(10)      b ; 

(11)      Try next node in L , i.e. 1  ; 

(12)   } 

(13)   return 1 ; 
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added in T . As a result, it is unlikely to generate a new T  with higher Gain  value.  Line (6) 

in Fig. 8 is implemented with the above idea.  

In Fig. 8, we assume that channels based on IEEE 802.11b/g standard are used for CA. The 

available channels are c1, c2,….c11. Among them, c1, c6, c11 are orthogonal channels. From 

line (7) to line (17) in Fig. 8, three different CA strategies are implemented. When 3P , 

channels allocated to three consecutive links must be non-overlapping. That is, channel 

separation must be at least 5. Hence, only three orthogonal channels, channel 1, 6, 11, can be 

used. In total, there are 6 different combinations for allocating these orthogonal channels to 

three links. For similar reason, non-overlapping channels are also required when 2P . For 

simplicy, only channel separation equals 5 is considered. In total, there are 11 pairs of CA are 

considered: {c1, c6}, {c2, c7},…..{c11, c5}. As for 1P , the channels can be c1 ~ c11. 

For each CA scheme for path P , the procedure Addin_Path given in Fig. 9 is called at line 

(23) to reconstruct T  by adding channel-allocated path P  and removing those interfering 

links which are generated by this addition. This reconstruction involves deletion of  

unnecessary leaf-nodes  and  recomputation of interference matrix IM . The implementation 

details are described in Fig 9. At line (26) in Fig. 8, the best tree is kept if the current path 

addition can lead to a tree with better Gain  value.  

The time complexity of edTree_Refin  algorithm is bounded by the running time of 

Addin_Path procedure. Since the construction of  interference matrix takes )(
2

EO steps and 

the number of links in P  is a constant, the nested loop at line (3) ~ (11) in Fig. 9 takes  

)(
3

EO  steps at the worst case. That is, the running time of Addin_Path procedure is )(
3

EO .  

Therefore, for the edTree_Refin  algorithm, its running time is bounded by )(
3

EMO   at 

the worst case, where M  is the number of destinations.  
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Fig. 8. Tree_Refined Algorithm 

 

Input: A multicast tree ),( EVT  , a destination set M  and its channel-allocated tree ),( EVT  . 

(1) Construct interference matrix IM  for any two links Ell ji , ; 

(2) Let |{ destination node M and }V ; 

(3) Sort all elements in   into a decreasing order based on their “ req ” values; 

(4) Let TTreebest  , )(TGainGainbest  ;  

(5) For each uncovered destination node  { 

(6)      Find the path )(  P  in T  where T , T ,,  and 30  P ,  

 , ; 

(7)      If ( 3P ) { 

(8)          Allocate orthogonal channels to three consecutive links; 

(9)          There are 6 different channel assignments for P ;  

(10)          Let {ca  6 different channel assignments found above}; 

(11)      } 

(12)      Else if ( 2P ) { 

(13)          Allocate two non-overlapping channels (i.e. 5 ) to two consecutive links; 

(14)          There are 11 different channel assignments for P ; 

(15)          Let {ca 11 different channel assignments found above}; 

(16)      } 

(17)      Else if ( 1P ) { 

(18)           Channel from 0 to 10, there are 11 different channel assignments for P ; 

(19)          Let {ca 11 different channel assignments found above }; 

(20)      } 

(21)      For each channel assignment ca  for P { 

(22)               P = Allocate channels to P  based on  ; 

(23)                = Addin_Path ( PT , );  

(24)                Let best be   with the largest )(Gain ; 

(25)      } 

(26)      If ( ))( bestbest GainGain   { bestbestTree  ; bestT  ;} 

(27) } 

Output:  bestTree  and bestGain . 
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Fig. 9. Addin_Path procedure 

6. Experimental Results  

To evaluate the performance of our BFB and edTree_Refin  CA algorithms, a number of 

experiments are designed in this section to compare them with previously proposed methods: 

load-oriented DFS and load-oriented BFS CA algorithms. The performance comparisons are 

carried out based on the following metrics: number of serviced clients, throughputs and 

end-to-end delay. The first set of data about the number of serviced clients is obtained by a set 

of Java programs, which are developed, based on the aforementioned CA algorithms. As for 

the other sets of data, they are all measured by Qualnet simulator 4.5 [21].  

All the above data is obtained based on a set of multicast trees generated for our simulations. 

These multicast trees are constructed by the following procedure. First, we generate a random 

WMN with n nodes on a 100100 grid using the DPAMAX  algorithm proposed in 

reference [22]. Second, we set a node to be the gateway and then randomly select a given 

number of nodes to be the destinations for multicasting. Third, the number of mesh clients is 

randomly set for each destination. The settings of other simulation parameters are shown in 

Table 2. 

Table 2. Simulation settings 

simulation parameter value 

transmission range 10 units 

interference range 20 units 

wireless technology IEEE 802.11b 

antenna omni-directional 

network size 30, 60, 100 nodes 

maximum degree of a node 7 

# of interfaces per node 2  

destination ratio (# of destinations / # of total nodes) %50~%10  

Addin_Path ( PT , ) { 

(1) PTT  ;  

(2) Rebuild the interference matrix IM  for T ; 

(3) For each link Pl   { 

(4)     For each link T { 

(5)         If (( l ) and (  |)()(| chlch ofvalue ],[ lIM )) { 

(6)             }{TT ; }   

(7)      }  

(8)      Remove leaf-node u  from T if 0)( ureq ; 

(9)      Rebuild the interference matrix IM for T ; 

(10) } 

(11) Repeat the above nested loop until no interfering link being found;   

(12) Return T ;} 

} 
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# of mesh clients per destination 5~1  

 

   

Fig. 10.  Performance for 30-node networks  Fig. 11.  Performance for 100-node networks   

 

   

Fig. 12.. BFS vs Refined_BFS              Fig. 13.. DFS vs Refined_DFS      

 

 

Fig. 14. b value vs performance ratio 
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6.1 Number of serviced clients 

For measuring the performance of tested algorithms, a metric term named “performance ratio” 

  is defined as follows: 

%100



Gain

                                                       (B) 

where Gain  is total number of serviced clients which is defined in equation (A) in section 3 

and   is the number of total clients initially assigned to the multicast group in the given 

network. Note that  is an upper bound for the optimal value. That is, the optimal value of CA 

for a given multicast tree must be no more than  . Since CA is a NP-complete problem, it is 

only possible to have optimal solutions for very small-size networks. Hence, we use   to 

substitute for the optimal value for performance evaluations. Each data shown in Fig. 10, Fig. 

11, Fig. 12, Fig. 13, and Fig. 14 is an average value taken on 1000 runs of simulations.   

(1) Performance of BFB based CA algorithm 

According to the data shown in Fig. 10 and Fig. 11,   value decreases as the value of 

destination ratio increases for all the tested algorithms. In particular, when destination ratio 

increases from 10% to 50% for 30-node networks,   value decreases from 95% to 80% for 

BFB. This phenomenon is because that it becomes harder to allocate conflict-free channels to 

tree links when the number of destinations increases. 

The experimental results also show that BFB-based CA algorithm consistently outperforms 

load-oriented BFS and load-oriented DFS CA algorithms for various destination ratios in 

different sizes of networks. In addition, the superiority of BFB-based method becomes more 

obvious and significant when network size increases. That is, BFB-based CA method is much 

more suitable for large-size multicast trees. This superiority is due to the backtracking 

technique used in BFB approach. It allows previous channel-allocated links to have feasibility 

to select the other eligible channels when no conflict-free channel can be found for the current 

link during the CA process. In fact, besides the best-first searching strategy, the backtracking 

technique can also be used to enhance the performances of DFS or BFS based CA method.  

(2) Optimal CA algorithm 

Since CA is an NP-complete problem, it is unlikely to design an optimal polynomial-time 

algorithm for it. For a given multicast tree, we may allocate each link with all the possible 

channels. As a result, a large amount of different CA schemes are generated for evaluation. 

After removing interfering links, each channel-allocated multicast tree is then computed for 

Gain  value, which is the optimal solution for our problem. Since this is an exhaustive-search 

based method, it is only feasible for multicast trees with small number of nodes. According to 

our experiments, optimal CA solutions can be consistently found in a reasonable time only for 

multicast trees with no more than 12 nodes. In addition, our experiments also show that 

BFB-based CA algorithm can find optimal solutions for more than 90% of simulated multicast 

trees.  

(3) Impact of Tree_Refined Algorithm 

In this set of experiments, we study the impact on the performance ratio when the tree_refined 

algorithm is applied to BFS, DFS and BFB based algorithms. Based on data shown in Fig. 10 

and Fig. 11, the channel-allocated trees found by BFB and then processed by tree_refined 

procedure are consistently better than those found by the other methods. As for BFS and DFS 

based methods, the data in Fig. 12 and Fig. 13, also shows that tree_refined algorithm can 

effectively improve the quality of trees constructed by them for 100-node networks. The same 

conclusion holds for other sizes of networks. 

(4) Simulation of b value 
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For the backtracking algorithm shown in Fig. 7, its time complexity is determined by the 

number of “while loop” executed at line 3. Although the loop may take )( EO steps at the 

worst case where E  is the length of linked list, the simulation results in Fig. 14 show that the 

performance ratio is not improved any more if the b value is greater than three for 100-node 

networks. The same results are also obtained for different sizes of networks. Hence, the 

number of  “while loop” in Fig. 7 executed can be a small constant. 

6.2 Average throughput 

The data in Fig. 15 shows the average throughput simulated by Qualnet for 20 random 

multicast trees constructed by BFS, DFS, BFB and refined BFB. Since the number of bits 

received per second is proportional to the number of destinations in the tree, the throughput 

increases as destination ratio increases. Based on similar reason, the throughput obtained from 

refined BFB is certainly be the highest since the number of destinations in the trees found by 

refined BFB is the largest. Hence, the descending order of throughput in Fig. 15 is: 

refined_BFB  BFB DFS  BFS. The same order is also shown in Fig. 11. 
 

  

  Fig. 15. Throughput for 100-node networks           Fig. 16. Tree_Refined for 100-node networks   

In Fig. 16, we compare the throughput for three kinds of refined multicast trees. They are 

first constructed by BFS, DFS and BFB methods respectively and then processed by the 

Tree_Refined algorithm. The results indicate that the refinement algorithm works well with all 

CA methods studied in this work. 

  

Fig. 17. Delay for 60-node networks                  Fig. 18. Delay for 100-node networks 
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6.3 Average Delay 

In this section, a set of simulations is set up for computing the end-to-end delay of multicast 

trees. The end-to-end delay of a multicast tree is defined to be the delay of the longest path 

among all the paths from gateway to destinations. For 60-node networks in Fig. 17, there is no 

much difference on the delay for all methods when destination ratio is no more than 40%. 

However, when destination ratio is 50%, the tree found by DFS contains the longest delay. It is 

because nodes in higher levels are examined in higher priority by DFS strategy. However, this 

feature does not exist for 100-node networks in Fig. 18. In this case, interference is so serious 

that paths can not grow too long in large-size networks such as 100-node networks. Therefore, 

the refined multicast trees built by refined_BFB tend to have a longer delay in Fig. 18. It is 

reasonable because an extra path with no more than three links is constructed and appended to 

the multicast tree when an uncovered destination is added into the tree. The extra path leads a 

longer delay.  

7. Conclusion 

In this paper, we present a best-first and backtracking based algorithm for allocating channels 

to links of a multicast tree. The objective of this work is to create an interference-free multicast 

tree and maximize the number of serviced mesh clients. The experimental results show that 

our BFB based CA algorithm outperforms previous methods such as DFS and BFS based CA 

methods. In addition to that, we also propose a tree refinement method which has been proved 

to be an effective method for improving the quality of channel-allocated multicast trees 

determined by BFB, BFS and DFS based algorithms. In the future work, the CA strategies 

studied in this paper will be applied to the approach of cross-layer design of multicast routing 

and channel allocation for multicasting in MCMR WMNs. 
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