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Abstract 
 

We present a simple and cost effective rate control scheme for streaming video over a wireless 
channel by using the information of mobile devices’ buffer level. To prevent buffer fullness 
and emptiness at receivers, the server should be able to adjust sending rate according to 
receivers’ buffer status. We propose methods to adjust sending rate based on the buffer level 
and discrete derivative of the buffer occupancy. To be compatible with existing network 
protocols, we provide methods to adjust sending rate by changing the inter-packet delay (IPD) 
at the server side. At every round-trip time, adjustments of sending rate are made in order to 
achieve responsiveness to sudden changes of buffer availabilities. A series of simulations and 
the prototype system showed that the proposed methods did not cause buffer overflows and it 
can maintain smoother rate control and react to bandwidth changes promptly. 
 
 
Keywords: TFRC, video streaming, PDA, receiver-based rate control, roundtrip time (RTT), 
inter-packet delay (IPD) 
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1. Introduction 

With the recent advent of form factor portable wireless devices, delivering video streams 
over wireless channel to mobile devices is becoming an important research topic of growing 
interest. As usage of mobile multimedia increases, it is expected that video streams will be a 
major source of communication traffic to these mobile devices. In typical VoD (Video on 
Demand) applications, mobile devices—in particular, PDA (Personal Digital Assistant) and 
smart phones—are mainly used for receiving video streams from their stationary servers. A 
mobile device as a receiver needs some buffer space to smooth out fluctuations of receiving 
data rate. At the start of a session or after fast forwards, the buffer needs to be filled up first 
before the video can be played. This time to fill up the buffer is the startup delay which 
depends on the buffer size at the mobile devices and the bandwidth available from the 
network. The buffer should be properly dimensioned so that the video play is continuous 
without underflows at the client’s buffer due to the reduction of available bandwidth by 
network congestion. Or, over-sized buffers would result in expensive and long startup latency 
in client systems. 

To sustain seamless video play at client devices, continuous monitoring of network status is 
required to prevent transmission collapse. To address this problem and to guarantee real-time 
streaming, some intelligent methods for rate adaptation or rate control mechanisms should be 
employed. One rate control scheme popularly used for streaming data in wired networks is the 
equation-based one, also known as TCP-friendly rate control (TFRC) [1]. In TFRC, the 
transmission rate is determined by a function of packet loss rate, round-trip time (RTT), and 
packet size; this aims to achieve a long-term and steady performance of TCP. One of the 
advantages of using TFRC is that it generates only small amount of rate fluctuations, which is 
attractive for streaming applications that require constant video quality. This TFRC has 
worked well for wired networks, but it is not the case for wireless networks because it is very 
hard to distinguish between packet losses due to transmission failures and network 
congestions. 

A number of previous efforts have improved the performance of TFRC over wireless 
channel, but these have also had two main problems. First, mobile devices are normally small 
and thus resource-constrained with limited computing power and small buffer capacities. 
When a mobile client receives video stream from its stationary server, the server and the 
mobile client act as a fast sender and a slow receiver, respectively, because of the large gap 
between their transmissions capabilities. Therefore, even if there is no congestion and the bit 
error rate (BER) is very low in the wireless channel, the mobile client may not receive the 
video stream as fast as the sending rate. The second problem is that the status of mobile 
devices can only be determined by their buffer occupancy level (hereafter referred to as buffer 
level). For example, if the buffer level is less than a minimum fill level, this means the device 
is at the state of underflow and we can interpret this as the sending rate being too low. If the 
buffer level is higher than some maximum range, it will likely soon enter the state of overflow. 
In this case, it should prevent buffer overflow by ensuring that sending rates are not too 
aggressive. 

Most previous work did not make use of the buffer status of receivers which is the most 
representative information to describe relationship between sending rate and receivers’ state in 
video streaming applications. They have considered only the network status. Unlike the 
conventional approaches in previous work, we propose to reformulate the rate control method 
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of the TFRC by taking into account the buffer status of the client devices. A couple of 
advantages of our approach are as follows. First, except for the application layer, it does not 
require any other modifications on network protocols. Only the inter-packet delay at the 
sender is adjusted to control the sending rate. Second, as the rate control is performed at 
sender, it does not cause computation load at the receiver side. This is very useful and suitable 
for resource-constrained mobile devices. The objective of our approach is to provide a simple 
and cost effective scheme which offers satisfactory video streaming quality over noisy 
wireless channel using limited buffer in mobile devices. 

The remainder of this paper is organized as follows. Previous work is discussed in Chapter 
2. After that, proposed method to improve performance is presented in Chapter 3. The 
experimental results are shown in Chapter 4. Finally, we conclude in Chapter 5. 

2. Previous Work 
In this section, we briefly summarize previous work of rate control for streaming video over 
wired and wireless channel. One of the most popular end-to-end streaming protocol that uses 
equation for determining sending rate is presented in [1], and Padhye et al. [2] proposed the 
model of the steady state throughput for a TCP flow as a function of packet loss rate and round 
trip time as follows. 
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where T represents the sending rate, S is the packet size, rtt is the end-to-end RTT (round-trip 
time), rto is the retransmission time-out (RTO), and p is the end-to-end packet loss rate. They 
[1], [2] worked well for wired network, but in presence of wireless errors, they show degraded 
performance. Chen et al. [3] uses a more simplified model for TFRC as shown in Eq. 2, while 
it includes all the necessary factors that should affect the sending rate. 
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where k is a constant factor. The authors applied the simple model for multiple TFRC 
connections to fully utilize wireless channel. Sisalem et al. [4] proposed LDA (Loss 
Delay-based Adaptation) which is a video streaming scheme based on RTP/RTCP [5]. LDA 
uses RR (Receiver Report) message in RTP/RTCP to extract the network parameters such as 
RTT, packet loss, and RTO. Then, LDA recalculates the sending rate using Eq. 1. SRTP [6] is 
similar to LDA in that it attempts to smooth out the variation of the sending rate due to the 
fluctuations in network speed. One typical problem of the abovementioned equation-based 
rate control approaches is the under-utilization of the wireless channel. For example, the 
calculated sending rate by the equation is only about 60% of the actual measured sending rate. 

Zheng et al. [7] derived minimum buffer size for handheld devices. The minimum buffer 
size is proportional to the average retransmission time. One problem in this approach is that 
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minimum buffer size may increase abruptly in order to maintain continuity at the mobile 
device when channel BER increases. 

Some of previous work focused on how to distinguish between packet loss caused by 
congestion and that caused by wireless channel error. Cen et al. [5] proposed and evaluated 
several algorithms to distinguish the two. Yang et al. [8] proposed a video transport protocol 
(VTP) based on estimation of achieved rate and loss discrimination algorithm. Krunz et al. [9] 
proposed an adaptive rate control scheme. They tried to reduce the bit rate of the transmitting 
video signal and increase error protection when the channel is expected to be bad or starvation 
of the playback buffer at the receiver is predicted. Then, the receiver can have two distinct 
states, stable and underflow depending on the threshold of playback buffer. Gualdi et al.’s 
work [10] is somewhat similar to our proposed approach in the sense that they performed 
adaptive control by maintaining the buffer occupancy at the decoder side between two given 
levels. However, they tried to control the playback frame rate in function of the buffer 
occupancy only. Papadimitriou et al. [11] proposed a receiver-centric congestion control 
mechanism. With this method, the transmission rate is controlled by adjusting IPG 
(inter-packet gap) which is similar to the IPD control used in our proposed method. If no 
congestion is detected, IPG is reduced additively; otherwise, it is increased multiplicatively. 
But, they did not provide typical values for practical IPGs. Our experimental results show that 
if IPD becomes greater than 20ms, the packet transmission time starts increasing 
exponentially. In other words, resulting IPDs to control the sending rate could be specified to a 
certain range by some methods. 

3. A Receiver-Centric Rate Control 

3.1 Fundamental Observations 
The buffer occupancy B(t) of a receiver at time t can be computed by the following equation. 
 

),1(),1()1()( ttCttTtBtB −−−+−=                                          (3) 
 

where B(t – 1) represents buffered data at time t – 1, T (t – 1) is the server sending rate at the 
time interval [t – 1, t], and the C(t – 1, t) is the amount of data stream consumed by receivers’ 
playback at the time interval [t – 1, t]. The unit of time t in this paper is second. 

To get a more practical sense of the buffer occupancy in Eq. 3, we tried to estimate B(t) 
using the results of our earlier work of which test environment is also video streaming case 
[16]. Measurements were performed on a test-bed in which a real prototype of an 
infrastructure network was built on a small scale. The prototype system is an infrastructure 
network that combines a wired LAN (Ethernet) with a wireless-LAN (IEEE 802.11b). In the 
test-bed, the receiver is a mobile device of PDA with 400MHz CPU. For simplicity but 
without loss of generality, we assume that all packets have same size S. In our previous work 
[16], the measured data consumption rate per second converges 1.56×S when the playback rate 
is constant and the buffer size was 16,384 bytes. The measured sending rate per second was 
approximately 10.7×S. In addition, to start play back at the receiver, the buffer of the receiver 
has to have at least some specified number of packets represented as Bmin, which is the 
minimum fill level of the buffer (fixed). If we use the measured sending rate and consumption 
rate with regard to S and we set the current buffer level to Bmin for asymptotic approach, then 
Eq. 3 can be rewritten as Eq. 4. 
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For streaming videos, stationary servers and PDAs usually act as fast senders and slow 

receivers, respectively due to large gap in their computation capabilities. Because the sending 
rate is higher than the data consumption rate, there are high probabilities of buffer fullness. 
This simple observation has motivated us to develop an adaptive control of the transmission 
rate of the server depending on the buffer level. 

The minimum buffer level required at the client to prevent underflow can be approximated 
by Eq. 5. 

max
min CrttB ×∝                                                          (5) 

 
where C max = max0 ≤ i < N [C(i – 1, i)] and N is the length of the video in frames. Eq. 5 gives a 
reasonable approximation for estimating the minimum buffer level. Likewise, similar 
equations for estimating the minimum buffer level were derived in [7, 12] in which they used 
the fixed round trip time and expected data consumption rate. Contrastively, buffers in routers 
are designed to be larger than the bandwidth-delay product [13]. In Fig. 1, we show the 
comparative analysis on RTT with respect to different packet sizes in wired and wireless 
networks. Measurements were performed on the same test-bed used for estimating B(t) in Eq. 
4. This means same experimental setup is used as well. Because the network routing protocol 
is out of scope of this research, we used single hop network topology in which mobile devices 
can directly communicate with the base station and thus we can focus on rate control. 
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Fig. 1. Packet size versus RTT in wired and wireless networks. 

As expected, although there are some fluctuations, RTT linearly increases in proportion to 
the packet size also in wireless networks. Assume that there is no user interaction and thus the 
playback rate is to be kept constant. This means the consumption rate at the receiver is 
constant. In addition, the minimum fill level is pre-determined by Eq. 5 and remains same 
during the playback. In this case, the buffer level at time t can be estimated as following 
equation. 



1152                                                Hong et al.: A Cost-Effective Rate Control for Streaming Video for Wireless Portable Devices 

 

),1(
),1()( min

ttT
ttTBtB

−∝
−+≈                                                        (6) 

 
As indicated in Eq. 6, the buffer level is mainly affected by the sending rate. In other words, 

the sending rate is also affected by the buffer level as the relationship shown in Eq. 7. This 
means adjustment of the sending rate can be done based on the status of the client buffer. 
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By exploiting this relationship, we propose a receiver-based rate control adjusting the 

server’s sending rate such that the probability of both events of buffer fullness and buffer 
outage are minimized. Thus, the server’s sending rate can be adapted by the function of the 
buffer occupancy at the client as shown in Fig. 2. In practice, if the buffer occupancy is high, 
the source’s sending rate needs to be decreased not to cause overflow. Similarly, if the buffer 
occupancy is too low, the sending rate needs to be increased to prevent from running out of 
data in the buffer. 

 

rate

buffer level

Time  
Fig. 2. Adaptation of server’s sending rate to the buffer occupancy of a receiver. 

3.2 Buffer States 
A buffer in clients can be said to be in one of the three states: underflow, stable (normal), or 
overflow. Since the state of the buffer indicates the demands of buffer in the client, it is 
important to estimate the stationary probability of the client’s buffer. 

If the summation of data production rate T(t) and amount of data in buffer B(t) is never less 
than consumption rate C(t), there would never be net decreases in the buffered data. This can 
be formulated as Eq. 8 and this is also a long-term constraint to prevent starvation which 
causes paused display at the client devices. 

 
NttTtBtC ≤≤+≤ 0    where),()()(                                          (8) 
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If this constraint is not satisfied, the buffer will eventually enter the underflow state. In a 
typical case, maximum data production rate at the stationary server is higher than the 
consumption rate in the mobile device as shown in Eq. 4. Then, the maximum possible size of 
the buffer can be calculated as follows. 

 
NtBtCtT ≤≤≤− 0    where,)()( max                                            (9) 

 
where Bmax is the maximum buffer size. If the size of the buffer is close to Bmax, the buffer may 
enter the overflow state. This means some packets could be lost or dropped at clients. The 
larger the buffer size, the higher the sending rate can be supported. 

We can define some safe range of minimum and enough buffer fill levels. Let BL be the 
minimum buffer level and BH be the enough buffer level for safe and stable operations. 
Because there is latency between feedback from the receiver and the reaction by the sender, BH 
 must be less than Bmax. The latency is caused by two reasons: feedback period of the receiver 
(i.e. RTT) and packet losses due to communication problems. The feedback latency is the time 
between rate change and detection of the network’s reaction to that change. Because normal 
feedback latency is equal to one RTT in our system, we can adjust BH using an equation of 

1   ,)/(max ≥−= krttSkBBH . The parameter k can be tuned so as to accommodate the latencies. 
Zheng and Atiquzzaman[7] provided an analytical model for estimating the minimum buffer 
level, BL. According to [7], )]([ 1tETB rL µ= , where rT is the average successful retransmission 
time for an error frame and )]([ 1tE µ  is the mean of )(tµ  which is the multimedia playback rate 
at time t. With a constant playback rate and a low bit error rate condition, BL would strongly 
depend on the transmission rate.  

Then, if the buffer level is in between BL and BH, the buffer can be said to be at the stable 
state (or normal). These three states of client’s buffer can be summarized in Eq. 10. 
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Note that α is used to introduce margin when deciding buffer overflow. It will be 

determined by empirically and it is usually proportional to the current sending rate. The buffer 
at the receiver plays an essential role in mitigating the discrepancies between data production 
rate (packet generation rate at the encoder side) and data consumption rate (packet extraction 
rate at the decoder side). The initial latency at playback time is directly related to the 
occupancy of the buffer. In addition, if the packet generation rate remains higher than the 
packet extraction rate for long period of time, the buffer will fill up after all and every packet 
received thereafter would be dropped. 

The system needs to employ adaptive controls to achieve best trade-offs between 
low-latency and good video fluency; this can be done by keeping the buffer occupancy at the 
receiver between two specified levels BL and BH. In practice, two values, B(t) and ∆B(t), are 
monitored to implement the dynamic control, where B(t) is the buffer occupancy and ∆B(t) is 
the first-order discrete derivative of B(t). For example, if the buffer occupancy is high enough 
and it continues increasing (i.e. ∆B(t) > 0) at a certain high rate, the sending rate needs to be 
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reduced. Similarly, if the buffer occupancy is too low and it is still decreasing (i.e. ∆B(t) < 0), 
the sending rate needs to be increased. 

3.3 Inter-Packet Delay 
In the application layer, the inter packet delay (IPD) is the time interval between transmissions 
of two successive packets by hosts as shown in Fig. 3. 

 

Packet#1 Packet#2 Packet#3

                                                                                                                                                                                                                                                                                                                                
Fig. 3. A definition of inter-packet delay 

The sending rate of packets can be controlled by properly adjusting IPDs. As IPD decreases, 
the sending rate, T, increases accordingly. Consider a source that transmits n packets of length 
S1, S2, ..., Sn during a time period [0, t], where Si represents the i th packet. Then, the average 
throughput achieved by the connection can be calculated by Eq. 11. 
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where S , )(St , and IPD  represent the average packet length, the average time to transmit them, 
and the average inter-packet delay, respectively. Time used to transmit i th packet is t(Si)+IPDi. 
At every RTT period, rate adjustment is performed to provide responsiveness to the sudden 
changes in buffer availabilities. Considering one measurement period of RTT, flow 
throughput is as follows. 
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Then, the instantaneous transmission rate becomes a function of packet length (Si) and time 

to send the packet [t(Si)+IPDi]. If the packet size is assumed to be constant, the function can be 
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approximated to have an only argument of IPD. Now, we obtain the instantaneous 
transmission rate Ti for the flow as follows. 
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where k is used to adjust the resulting IPD(t) such that it falls into a possible range. In Fig. 4, 
transmission time for down-streaming with respect to IPD is shown. Apparently, the increase 
of IPD directly affects the transmission time as well as flow throughput. In order not to 
degrade the overall performance, IPD should be chosen properly by considering network 
parameters, such as rtt, the size of the receive buffer, and the capacity of the link. In our test, 
we empirically chose IPD in the range of between 1ms and 20ms. 
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Fig. 4. The transmission time with respect to inter-packet delay during a downstream 

During playback time, the state of the receiver’s buffer shall be one of three states: 
Underflow, Stable, and Overflow State. The transitions among the three states are conducted 
according to the buffer occupancy B(t) and its recent change ∆B(t). State transition diagram is 
shown in Fig. 5. At every state, the sending rate is adjusted with the following equations (Eq. 
14, 15 and 16); the three equations show the proposed rate control schemes depending on the 
buffer state. 
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Fig. 5. State transition diagram for receiver’s buffer 

First, in underflow states, the sending rate, T(t), should be increased as follows. 
 

 Underflow State: 21     where),1()( 11 <<−×= γγ tTtT                             (14) 

 
The parameter γ1 is computed empirically and inversely proportional to ∆B(t). For the 

stable state, we applied the approach of [8] as shown in Eq. 15, where ∆rtt is the amount of 
increase of rtt after each round. 
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When the buffer enters the overflow state, the sending rate should be reduced as follows. 
 

Overflow State: 10    where),1()( 22 <<−×= γγ tTtT                          (16) 
 

The parameter γ2 is selected between 0 and 1 as tolerable rate reduction ratio and it is also 
depends on the discrete derivative of the buffer occupancy, ∆B(t). 
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With above three equations, we can easily implement the methods to adjust the sending rate 
at server side to maintain video fluency and to prevent buffer fullness and emptiness at the 
same time. 

3.4 Feedback Interval 
To make the rate control mechanism be effective, there should be frequent feedbacks from 
sender to the server so as to allow it to quickly react to the buffer state. In the proposed system, 
the receiver periodically sends feedback packets including its buffer state to the sender. Like 
the case of TFRC [1], the feedback should normally be sent at least once at every RTT. In 
practical systems, the feedback interval, i.e. RTT, is about 21-29ms as shown in Table 1. 
Because of the random nature of the RTT, using the latest RTT value as the feedback interval 
is likely to result in fluctuations and poor behavior. Thus, we used a smoothed version of RTT 
called SRTT that represents low frequency variations of RTT and filters out the transient 
changes as shown in Eq. 17.  
 

)1()1()1()( −×−+−×= trtttSRTTtSRTT αα                               (17) 

4. Performance Evaluation 

4.1 Experimental Setup 
To provide high validity of our proposed approach, we performed experiments on two types of 
evaluation platforms. One type of experiments was performed with the ns-2 simulator [14] to 
analyze the efficiency of the proposed rate control in various error rate conditions. The 
topology of [15] representing a mixed wired-cum-wireless network is used throughout the 
evaluation. The other type of experiments was done on a small-scale testbed of PDA platform 
which is a real working prototype. In these experiments, we traced the sending rate to see 
whether it quickly reacts to buffer level changes. 

4.2 Estimation of Minimum and Maximum Buffer Size 

First, we measured rtt (in average) under various error rates through ten runs and we estimated 
the minimum buffer level and the maximum buffer level by using Eq. 5 and Eq. 9. These 
estimated parameters have been used to determine the adjustable constant α in Eq. 10. Fig. 6 
shows the decrease of the congestion window according to the increase of the error rate. This 
means the sending rate is lowest at the highest error rate. The calculated sending rates from the 
predefined error rates and the measured rtt (in average) by using Eq. 2 are summarized in 
Table 1, where the constant k = 1,502.  As indicated in Eq. 1 and Eq. 2, the achievable sending 
rate is inversely proportional to the error rate and RTT as well.  

Note that the packet size S is kept to be constant. This simulation result shows that rtt has 
little changed within the error rate of less than 10%. In the absence of random errors, the 
measured rtt was roughly 19ms. Assume that the error rate is less than 10% and the data 
consumption rate is to be kept constant, Bmin depends on the consumption rate; Bmin > rtt × 
Cmax  ≈ rtt × Cconst  ≈ 20ms × Cconst. Our empirical results gave us the following measured 
intuition: Cmeasured / Tmeasured = 1.56×S / 10.7×S = 0.15 < 0.2. Thus, the estimated lower bound 
on the buffer level is about 20% of the fixed buffer size. 
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Fig. 7. The transmission time with respect to the buffer size. 

In Fig. 7, the behavior of the transmission time with respect to the size of the receiver buffer 
is shown. Note that the socket buffer size of PDA is limited to 32,768 bytes. Because larger 
buffer size results in shorter processing time as shown in Fig. 7, the parameter α in Eq. 10 
becomes smaller with larger buffer size. This means the data consumption rate also increases 
as the buffer size increases. 

Table 1. The calculated sending rate under different random error rate. 

Error Rate 5% 10% 15% 20% 

rtt [ms] 21.4 22.05 23.75 29.15 

Sending Rate 313.47×S 215.12×S 163.07×S 115.06×S 
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Fig. 8. The transmission time with respect to IPD. 

4.3 Rate Control using Inter-Packet Delays 

We tested the rate variations according to IPD changes under different packet sizes. The 
results of this test prove the agility of our proposed method and its efficiency. As shown in Fig. 
8, with smaller packet size, the rate variation to IPD changes more quickly. By setting the IPD 
to 20ms, the rate will be drastically decreased to 24% of that of 1ms. 

4.4 Adaptive Rate Control and Its Effectiveness 

We conducted simulations with varying each of the parameters α, Bmin, and Bmax. Like our 
previous works [15], Bmin and Bmax are selected based on the least standard deviation. That is, 
Bmin and Bmax were set to 20% and 90% of the full buffer size (i.e. α =10%), respectively. In 
addition, typical values used in the system, were obtained via several tests: γ1 = 1.2 in Eq. 14 
and γ2 = 0.9 in Eq. 16. The values of γ1 and γ2 can be slightly adjusted depending on the ∆B(t). 
For example, if the buffer level remains in the underflow state and continues to increase (i.e. 
∆B(t) > 0), γ1 is set to 1.3 instead of 1.2. On the other hand, in the case of overflow state, if the 
buffer level continues to decrease (i.e. ∆B(t) < 0), γ2 is set to 0.8 instead of 0.9 for reducing the 
rate at a higher rate. 

Fig. 9 shows the sending rate with respect to the buffer level in the case of the receiver 
buffer size of 16,384 bytes. When the fluctuation of the buffer level is relatively low, the 
sending rate changes slowly. However, as the fluctuation of the buffer level becomes high, the 
sending rate starts changing rapidly. As mentioned earlier, rate adjustment is performed at 
every RTT. So, the period of adjusting rate control is same as RTT. With the ns-2 simulation, 
typical value of RTT was in between 20ms and 30ms. However, in a real prototype system, the 
maximum RTT was 55ms. In our previous works [15], the discrete derivative of the buffer 
occupancy, ∆B(t), was not considered to adjust the sending rate. Let us call this system type-II 
method and our proposed method in this paper type-I method, respectively. Fig. 10 shows the 
comparison results of the buffer occupancy of the receivers over time for both of the type-I and 
the type-II method. 
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Fig. 9. The sending rate versus buffer occupancy. 
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Fig. 10. The comparison results of the receiver buffer occupancy for type-I and type-II method (with 

the buffer size of 16,384 bytes). 

With the type-I method, there were no cases of overflow state. But, the buffer of type-II 
method entered into overflow state eleven times during the simulation period. Since the type-I 
method can predict the trend of the buffer occupancy using ∆B(t), the possibility of 
over-utilization of the buffer can be low. When streaming video from a stationary server to a 
mobile station such as PDA, the server’s sending rate could be faster by about 5 times than the 
consuming rate at the receiver. So, if the system fails to adjust the rate in timely fashion, the 
possibility of entering the overflow state increases, especially in case of high sending rate. In 
addition, if the buffer fullness happens without knowledge of status and trend of the buffer 
occupancy, return to a stable state by reducing the sending rate could be very difficult. Thus, 
type-I method employs a priori preventive adjustments before the buffer gets full using ∆B(t) 
to reduce the occurrences of the buffer fullness. Fig. 11 shows the comparison of the rate 
control results over time between type-I and type-II method. After 5.6 seconds, the amplitude 
of sending rate adjustments by type-II method is too big and it fluctuates too much. This was 
because the system did not escape intelligently from the overflow state. If the sending rate is 
too high, the possibility of losing packets also becomes high. However, our proposed approach, 
type-I method, showed stable performance over the entire simulation period in that it 
generated moderate amplitude of sending rate adjustments and did not enter overflow states. In 
Fig. 11, the dotted curve represents the results by no-control (without rate control) which is 
TCP Reno. For following experimentations, the type-I method has been used for rate control 
method. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 5, NO. 6, June 2011                                   1161 

0

0.5

1

1.5

2

2.5

3

3.5

0.1 0.6 1.2 1.7 2.3 2.8 3.4 3.9 4.5 5.0 5.6 6.1 6.6 7.2 7.8 8.3 8.9 9.4 10.0 10.5 

type-I

type-II

no-control

Time [s]

Se
nd

in
g 

ra
te

 [
M

bp
s]

 
Fig. 11. The comparison result of the sending rate for type-I and type-II method  

(with the buffer size of 32,768 bytes). 
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Fig. 12. The sending rate with different buffer size. 

As shown in Fig. 12, the sending rate control varies according to the different buffer size. 
As the buffer size gets to be smaller, rate control becomes smoother and thus the reaction 
becomes slower to the bandwidth changes. Then, this will result in under-utilization of the 
wireless channel. 

The Fig. 13, Fig. 14, and Fig. 15 show the simulation results how the buffer awareness of 
the proposed approach protects the client’s buffer from overflow and underflow. To see the 
impact of buffer underflow, the packet arrival rates are compared between the proposed 
approach and the TFRC. In this simulation, we set the packet consumption rate of the client to 
8Kb/s and the client’s buffer size to 16Kbytes. The maximum sending rate was 64Kb/s and the 
packet size was 160 bytes. In addition, to purposely cause buffer underflow, we set up heavy 
network traffic; 48 TCP connections are competing for their own separate media streaming 
flows. This means the average number of packets each client can receive every second is at 
most 8. As you can see in Fig. 13, the packet arrival rate of our proposed approach is faster 
than that of TFRC by 2.4 times in average. Because there were no moments that packet arrival 
rate was zero, the client buffer did not experience buffer underflow (buffer emptiness). Also, 
we measure the fraction of packet loss caused by the buffer overflow out of the entire losses 
experienced by the media flow. The overall loss rate increases with the number of competing 
TCP flows as shown in Fig. 14. Fig. 15 shows the percentage of the loss rate caused by buffer 
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fullness out of the overall loss rate of Fig. 14. It also shows that the percentage of dropped 
packets due to buffer fullness decreases with the number of competing TFRC and type-I flow. 
This is because the throughput that the bottleneck link allows decreases and hence less and less 
received packets need to be buffered. The Fig. 15 clearly shows that the TFRC consistently 
results in buffer overflows and hence it increases the number of dropped packets due to the 
buffer fullness. Please note that the network traffic becomes heavy as the number of TCP flow 
increases, and thus the occurrence of buffer fullness, i.e. the packet loss, becomes smaller. 

 

 
Fig. 13. The packet arrival rate at the receiver. 

 

 
Fig. 14. Overall loss rate experienced by TFRC and type-I flows 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 5, NO. 6, June 2011                                   1163 

 
Fig. 15. Loss rate due to buffer overflow 

To validate our proposed approach in a real system, we built a prototype system on PDAs 
with the proposed adaptive rate control algorithm. For this test, the resolution of a PDA for 
displaying video was set to 240×160 as shown in Fig. 16. A MPEG-2 encoder is used for video 
coding. The pre-defined frame rate is set to 20 frames per second (fps) at the server, but the 
achieved frame rate of the PDA with the socket buffer size of 16,384 bytes was about 
16.2-16.5 fps. The expected bit rate in this experiment was 64Kbps. Note that for simplicity 
and without loss of generality, single PDA was used as a receiver. When the packet size was 
1,500 bytes, obtained bandwidth and round trip time were 426,300 bps and 19ms, respectively. 
The overall shape of the measured discrete buffer level follows the curve of simulation results 
shown in Fig. 9. But, the shape of the rate variance was a little different from Fig. 9. The 
reason was that the time required to adjust the rate in the PDA affected the latency of rate 
adjustment and responsiveness. However, the proposed method worked well as expected 
without buffer overflow at the PDA device. 

 

 
Fig. 16. The snapshots of the playback of streaming video on PDAs 

5. Conclusions 
In this paper, we proposed an adaptive rate control scheme for video streaming over wireless 
channel, which is controlled by the status of the buffer at clients. Since client devices 
(receiver) have limited computing capabilities and limited amount of buffer capacities, the 
socket buffer in receiver can be frequently overflowed even if there were no network 
congestions or BER of wireless channel was low. We exploited the fact that the rate at the 
server is strongly affected by the receiver’s state. We proposed a simple prediction for 
controlling the sending rate at the server by inspecting the current buffer level at the receiver 
side. In addition, a simple cost effective rate control was presented and it works just by varying 
the inter-packet delays at the server, without requiring any modifications of network protocols. 
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In the evaluation of the proposed scheme in simulations and a prototype system as well, we 
showed the occurrences of the overflowed socket buffer could be kept very low. Therefore, the 
proposed method can maintain smoother rate control and react to bandwidth changes 
promptly. 

In addition to rate control of wireless video streaming, it is also important bit rate control for 
quality and performance of video, and it has important implications in wireless video 
streaming field. The research on the video quality at the received video is part of future work 
and it should be thoroughly investigated for video performance (e.g. PSNR) with different rate 
controls including bit-rate and video coding methods. 
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