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Abstract 
 

We present a texture-based hatching technique for color images and video. Whereas existing 
approaches produce monochrome hatching effects in considering of triangular mesh models 
by applying strokes of uniform size, our scheme produces color hatching effects from 
photographs and video using strokes with a range of sizes. We use a Delaunay triangulation to 
create a mesh of triangles with sizes that reflect the structure of an input image. At each vertex 
of this triangulation, the flow of the image is analyzed and a hatching texture is then created 
with the same alignment, based on real pencil strokes. This texture is given a modified version 
of a color sampled from the image, and then it is used to fill all the triangles adjoining the 
vertex. The three hatching textures that accumulate in each triangle are averaged and the result 
of this process across all the triangles forms the output image. We can also add a paper texture 
effect and enhance feature lines in the image. Our algorithm can also be applied to video. The 
results are visually pleasing hatching effects similar to those seen in color pencil drawings and 
oil paintings. 
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1. Introduction 

Hatching is an artistic technique that creates tonal or shading effects by drawing closely 
spaced parallel lines. Hatching effects are important in many graphic arts, such as line 
illustration, pencil drawing, and oil painting. Thus the creation of effective hatching effects 
from a 3D mesh or on image is an important research topic in non-photorealistic rendering 
(NPR). Researchers have developed a wide range of hatching technique to render 3D 
triangular meshes or to re-render photographs using brush strokes or line segments [1][2][3] 
[4]. Hatching patterns can be also found in research on line illustration [5][6][7] pencil 
drawing [8][9][10][11][12][13][14][15] and oil painting [16][17][18][19][20][21]. Even color 
pencil drawings [12][13][14] and oil-paintings [20][21] can exhibit some hatching patterns. 

In this paper, we present a texture-based hatching technique for re-rendering color images 
and videos. Our scheme is inspired by that of Lee et al. [4] who showed how to create 
monochrome pencil drawings from triangular meshes. We have extended their work to the 
re-rendering of color images. Our scheme produces a color image that contains hatching 
patterns similar to those found in a color pencil drawing or an oil painting. Our basic strategy 
is to build a color hatching texture and to apply it at each vertex of a triangular mesh in which 
the input image is embedded. This mesh is constructed by the Delaunay triangulation of 
adaptively sampled points in the image. The color hatching textures are constructed from a 
base hatching texture created from real strokes made by an artist. During the hatching step, we 
build a texture with a color selected from the input image at each vertex of the triangular mesh. 
We modify these sampled colors to emulate the color found in artist’ drawings. The regions 
inside the triangles which meet at each vertex are drawn using these textures. The directions of 
the textures are selected with the aim of improving the understanding of the shapes in the 
image. Afterward, we apply paper texture effects and enhance feature lines in the hatched 
image. Our algorithm can also be used to create hatching effects in video. An overview of the 
scheme is shown in Fig. 1. 

1.1 Related Work 
We will now survey some of the more significant related work on color pencil drawing and oil 
painting that includes hatching patterns. Techniques for color pencil rendering can generate 
hatching effects using line integral convolution (LIC) [12], or strokes along contours [13], and 
paper textures may be also simulated [14]. Yamamoto et al. [12] segmented regions into 
several regions and simulated the overlapping effect of two different color pencils and created 
hatching patterns of uniform direction inside each region. They then used LIC to create 
hatching patterns, which are overlapped using the Kubelka-Munk model. However, since all 
the regions in the image are re-rendered using only pair of colors, the results are not 
particularly pleasing. Matsui et al. [13] developed a scheme that re-renders a color photograph 
as a color pencil drawing by extracting the boundaries of regions and then generating strokes 
along the boundary curves. The colors of the strokes are sampled from the image and again 
mixed using the Kubelka-Munk model. Murakami et al. [14] presented an algorithm that 
generates strokes to mimic pastels, charcoals or crayons using multiply illuminated paper 
textures. They captured the texture of paper and simulated strokes in various ways. They can 
achieve some realistic color drawings, but not the effects of color pencils with sharp tips.  

Some of the research on painterly rendering [20][ 21] has involved hatching. Hays and Essa 
[20] presented a painterly rendering scheme in which strokes are drawn in directions estimated 
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using a radial basis function (RBF). Hatching patterns are created by capturing the stroke 
textures produced by artists' brushes. However, the results of this work have a limited ability to 
convey shape information, since the stroke-generation process does not relay any of the shape 
information from this original image. Zeng et al. [21] presented a painterly rendering scheme 
in which an image is analyzed to determine the size and the type of brushes to use. Our scheme 
achieves similar results for pencil drawing, although we use a 2D triangular mesh, instead of 
the image analysis process. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. An overview of our hatching algorithm. The contents of the dotted boxes A, B and C are 
explained in Sections 2, 3, and 4 respectively. 

1.2 Contributions 
Our approach offers several advantages: First, the use of different hatching patterns can 
produce a range of effects, suggesting media as diverse as color pencils and oil painting. 
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Second, embedding an input image in a triangular mesh allows us to control the variation in 
scale of the hatching patterns across the image to conform to the shapes of the objects that it 
depicts. Less important regions, such as the backgrounds are embedded in large triangles 
while more important regions are segmented into small triangles; then we can naturally apply 
coarse hatching patterns to the less important regions and fine patterns to more important 
regions. Third, we are able to improve the results of hatching by modifying the colors that we 
extract from the image. For example, reducing the saturation of the sampled colors suggests a 
pencil drawing, whereas increasing the saturation suggests oil painting. Finally, we have also 
applied our algorithm to create hatching effects on video. In this medium we can emphasize 
the hatching effect by drawing additional hatching lines that depict motions. 

The rest of this paper is organized as follows: In Section 2 we explain how sampled colors 
are modified and how colored hatching textures are created with the sampled colors. In 
Section 3 we describe how a color hatching texture is applied to an input image embedded in a 
triangular mesh. We add a paper texture effect and feature line enhancement in Section 4. In 
Section 5 we explain how our scheme is implemented and present several results. Finally, we 
conclude our paper and suggest some directions for future research in Section 6. 

2. Generating Color Hatching Textures 
A color hatching texture is generated by rendering a base texture, which we build by capturing 
and overlapping real strokes with a target color [4]. We define the tone t0 of a hatching texture 
to be the average of all the intensities in the texture, and its range (t0

m , t0
M) span the maximum 

and minimum intensity across the texture. Fig. 2-(a) illustrates a base texture with its tone and 
range.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.1 Color Modification 
Different artistic media tend to be associated with pictures containing colors that a particular 
relationship with those in the scene being rendered. To emulate this relationship, we modify 
the color extracted from the input image before we build a color hatching texture. Let Cp be the 
color sampled at a pixel p of the input image in RGB format with components in the range (0, 
1). We convert Cp to HSV format (Hp, Sp, Vp). We then modify Cp by changing Sp and Vp. We 
can set the modified color (Hp’, Sp’, Vp’) to nine different variations on Cp, selected from the 

Fig. 2. Using a histogram to control the tone of a hatching texture: (a) base texture; (b) darkest 
and brightest textures; (c) texture with specified tone t' and range (tm', tM'). 
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combinations expressed by { Sp + δ, Sp, Sp – δ } ⅹ { Vp + δ, Vp, Vp – δ }, as shown in Fig. 
3-(a). Out of these, we use ( Hp, Sp – δ, Vp ) to achieve pencil effects, and ( Hp, Sp + δ, Vp + 
δ ) to simulate oils. The extent δ of any change may be in the range (0.1, 0.3). Empirically, 
we have chosen to set δ to 0.3. Note that the modified color values are clamped to keep them 
in the range (0, 1). The RGB format of each modified color Cp ' is reconstructed from ( Hp ', Sp ', 
Vp ' ). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

2.2 Color Hatching Textures 
We build three individual monochrome hatching textures for Rp ' , Gp ' and Bp ', and then merge 
them into a color hatching texture as shown in Fig. 3-(b). If we assume Rp ' = t', then our target 
texture has a tone of t ' and a range of ( tm ', tM ' ), where the subscripts m and M respectively 
denote the minimum and the maximum values in the histogram. Whereas previous techniques 
[2][4][22][23] build a series of textures by overlapping strokes or textures, we use a 
histogram-based approach to create textures of different tones. The darkest and brightest 
hatching textures respectively have tones of td and tb, and ranges ( tm

d, tM
d ) and ( tm

b, tM
b ), as 

shown in Fig. 2-(b). A texture of the required tone and range can be constructed by 
manipulating its histogram, although the range of a texture is reduced if it becomes very dark 
or very bright. The new range ( tm ', tM ') is estimated from the tone and the original range. Then 
an intensity ti

0 ∈ ( tm
0, tM

0 ), sampled from the base texture, is converted to ti' ∈ ( tm ', tM ' ) to 
match the intensity of the target texture. If t' > t0, then tm ' and tM' are determined as follows: 
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Fig. 3. (a) Eight modified colors: the center color is the original. (b) A color C' applied to a 
monochrome hatching texture: the corresponding color hatching texture is composed from three 

color components with different textures. 
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But if t' < t0, then tm ' and tM' are determined as follows: 
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Having obtained tm ' and tM', other intensities ti

0 > t0 or tj
0 < t0 of a base texture can be converted 

to ti' and tj' in the target hatching texture using the following formulas:  
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We illustrate the relationships between tones and histograms in Fig. 3-(c). 

3. Drawing Color Hatching Textures 
Before re-rendering the input image using color hatching textures, we smooth the input image 
using the mean-shift scheme [24]. 

3.1 Adaptive Delaunay Triangulation 
The first step in drawing the color textures is to embed the input image into a 2D triangular 
mesh, which requires the following steps: 
 
Step 1. We sample n0 points on the image using a Poisson disk distribution, and then use 
Delaunay triangulation to build an initial triangular mesh. We choose n0 to suit the size of an 
image. If n0 is too large the roughness of the hatching effect is lost, whereas a small value that 
is too small causes excessive triangulation. Since there is no guidance for determining the 
value of n0 in the literature, we tried various values and found out that n0 = 100 produces good 
results for an image containing about 500K pixels. Thus, we increase n0 by 1 for every 5K 
additional pixels in an image. The formula for determining n0 from the image size is: 

(4)                                        ,  
othrewises(I)/5K,

50K s(I)  if ,10
0



 <

=n  

where,  s(I) denotes the size of an image in Kbytes. For images with fewer than 50K pixels, we 
set n0 to a minimum value of 10; otherwise the triangulation process does not operate properly. 
 
Step 2. Then we generate a new point at the center of each triangle that contains at least one 
important point. We use the difference of Gaussian (DoG) filter [25] to find ‘important’ pixels, 
which are then with DoG values greater than a threshold. 
 
Step 3. We apply Delaunay triangulation to the modified set of points. 
 
Step 4. We repeat steps 2 and 3 until the image is triangulated appropriately, so that the 
triangles are not so small that they compromise the hatching effects, and not so large that they 
ignore necessary shape information. In practice, the triangulation only has to be performed 
three or four times. 
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The final result of this procedure is a triangular mesh which reflects the structure of the 
input image. Fig. 4-(a) shows three stages in the triangulation of a test image, and Fig. 4-(b) 
shows how the result is affected by the triangulation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2 Estimating Drawing Directions 
The directions in which the hatching textures are drawn are determined at the vertices of the 
embedding triangular domain by performing an edge tangent flow (ETF) algorithm [25] at the 
pixel in which each vertex is located. This produces similar drawing directions to those seen in 
real pencil drawings, which usually have one of three characteristics: (i) they follow contours 
or feature lines; (ii) they are drawn in locally uniform directions; or (iii) they have random 
directions. The directions at important vertices have characteristic (i), since the ETF's 
computed at the matching pixels follow contours or feature lines and the vertices are close 

Fig. 4. (a) Triangulation of images and (b) the corresponding hatching results. From left to right 
is a coarse uniform mesh, a mesh modified to reflect the structure of the image, and a fine 

uniform mesh. 
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together. Since the unimportant vertices are much further apart, their ETF's correspond to a 
locally uniform flow, producing characteristic (ii).  

3.3 Drawing Textures on a 2D Triangular Mesh 
Here we follow Lee at al. [4]. At each vertex v, we find the pixel p that contains v. The color at 
p, which is Cp, is modified to Cp ' using the scheme described in Section 2. Cp ' is then used in 
generating a color hatching texture. The pixels inside triangles which have v as one of their 
vertices are filled with this hatching texture. Thus, every pixel inside a triangle receives three 
colors from the three different textures generated from each of its vertices. These colors from 
the three textures are averaged at each pixel. Fig. 5 shows this process.  
 

 
 

4. Postprocessing 
We apply two postprocesses to the hatching results: a paper texture effect and feature line 
enhancement. 

4.1 Paper texture effect 
Many researchers have represented paper texture as a height map (x, y, h(x, y)), where h(x, y) 
denotes the height at position (x, y). Lee et al. [4] modeled paper texture as a normal map (x, y, 
n(x, y)), where n(x, y) is the normal at position (x, y). The intensity of a stroke is modified by 
taking the dot product between its direction and the normal from the map, and this creates a 
paper texture effect. We implement the paper texture effect by generating pseudo paper texture 
using a random function. The technique of Lee et al. [4] was based on 3D meshes, whereas our 

Fig. 5. Merging the three textures inside a triangle (inside the blue circle). 
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drawing direction is always orthogonal to the z-axis, since we start with a 2D image. Therefore, 
the dot products between the paper normals and the drawing direction can be computed. The 
color c(x, y) of each pixel is changed to cp(x, y) using the following formula: 
 
 
 

 
 
 
 
where μp is a weighting factor in the range [0, 0.1] and p(x, y) is a random value in the range 
[-1, 1] that provides the paper texture. The result of applying paper texture effect is shown in 
Fig. 6. 

4.2 Feature line enhancement  
Some  artists draw feature lines to convey important shape information using thicker pencil 
strokes. We mimic this technique by extracting feature lines [25] and then enhancing them. 
We obtain the ETF by distributing tangent vectors evenly across an image. Then, we generate 
coherent lines by applying DoG filter to the ETF. The pixels on these lines are emphasized by 
modifying their colors as follows: 

 
 
 

(5)                                          ),,(),(),( yxpyxcyxc pp µ+=

Fig. 6. Applying a paper texture effect to a hatched color rendering. 
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where i(x, y) is 1 if (x, y) is on the feature line, and 0 otherwise; and μp is a weighting factor in 
the range [0.6, 0.8]. The result of line enhancement is shown in Fig. 7. 
 

 
 
 

5. Implementation and Results 
We implemented our algorithm on a PC with an Intel Pentium QuadCoreTM Q6600 CPU and 
4G bytes of main memory. The programming environment was Visual Studio 2008 with the 
OpenGL libraries. We selected five photographs: a child, flowers, an animal and a landscape. 
Each of these images was re-rendered using our scheme, with the level of triangulation set to 3. 
The original photos are shown in Fig. 8 and the hatched images in Fig. 9 and 10. The 
resolutions of the images and the associated computation times are given in Table 1. An 
attribution of the computation to the components of system is provided in Table 2. We 
conclude that the bottlenecks in our process are the analysis of flow and the color hatching 
process. 

We have tested our algorithm on video, using clips from a movie and a cel animation. The 
accompanying clips shown both the original and the hatching versions of these videos. In 
addition, Fig. 14 and 15 shows some frames from the hatched video. 

6. Conclusions and Future Plans 

Fig. 7. Applying feature line enhancement to hatched color rendering. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 5, NO. 4, April 2011                                   773 

We have presented a texture-based hatching technique for re-rendering a color image in order to give 
the impression of a color pencil drawing. The input image is embedded into an adaptive 2D triangular 
mesh. Color hatching textures, created by applying modified colors from the image to a monochrome 
hatching texture, are then drawn into the triangles of the mesh. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Table 1. Resolution and computation times. 

Image Resolution Computation time Result image 
(a) 800ⅹ530 16.8 sec Fig. 9 

(b) 1000ⅹ456  15.1 sec Fig. 10 

(c) 624ⅹ988 23.9 sec Fig. 11 

(d) 800ⅹ530 13.8 sec Fig. 12 

(e) 800ⅹ530 15.6 sec Fig. 13 

 

Table 2. Attribution of computation times to individual processes. 

 
 

 

Image Generating 
triangular mesh 

Analyzing 
flow  

Performing color 
hatching 

Post-processing Total 

(a) 4.2 5.9 5.0 1.7 16.8 sec 
(b) 3.8 5.3 4.5 1.5 15.1 sec 
(c) 6.0 8.4 7.2 2.4 23.9 sec 
(d) 3.5 4.8 4.1 1.4 13.8 sec 
(e) 3.9 5.5 4.7 1.6 15.6 sec 

Fig. 8. Original images. 
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Our results have the flavor of an artistic rendering, but it is not possible to produce clearly 

identifiable pencil drawing or oil painting effects by controlling the parameters currently 
available. We plan to solve this problem by extending the range of the strokes used to 
approximate those made by artists' brushes and watercolor pencils more clearly.  

We have applied our technique to video, but not yet considered temporal coherence. We 
plan to include this using the optical flow algorithm [26]. 
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Fig. 9. Result of hatching of Fig. 8-(a). 

Fig. 10. Result of hatching of Fig. 8-(b). 
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Fig. 11. Result of hatching of Fig. 8-(c). 
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Fig. 12. Result of hatching of Fig. 8-(d). 

Fig. 13. Result of hatching of Fig. 8-(e). 
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Fig. 14. Hatched frames from  
a movie. 
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Fig. 15. Hatched frames 
from a cel animation. 
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