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Abstract 
 

Representation based classification, kernel method and sparse representation have received 

much attention in the field of face recognition. In this paper, we proposed an improved kernel 

principal component analysis method based on sparse representation to improve the accuracy 

and robustness for face recognition. First, the distances between the test sample and all 

training samples in kernel space are estimated based on collaborative representation. Second, 

  training samples with the smallest distances are selected, and Kernel Principal Component 

Analysis (KPCA) is used to extract the features that are exploited for classification. The 

proposed method implements the sparse representation under    regularization and performs 

feature extraction twice to improve the robustness. Also, we investigate the relationship 

between the accuracy and the sparseness coefficient, the relationship between the accuracy 

and the dimensionality respectively. The comparative experiments are conducted on the ORL, 

the GT and the UMIST face database. The experimental results show that the proposed 

method is more effective and robust than several state-of-the-art methods including Sparse 

Representation based Classification (SRC), Collaborative Representation based Classification 

(CRC), KCRC and Two Phase Test samples Sparse Representation (TPTSR).  

 

 

Keywords: Kernel PCA,Sparse Representation, Collaborative Representation, Small Sample 

Size Problem, Face Recognition 
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1. Introduction 

Face recognition has received considerable attention in pattern recognition and machine 

learning because of its wide applications [1, 2]. In the past several decades, a large number of 

outstanding face recognition methods have been proposed and face recognition has made 

much progress. However, face recognition is still a great challenge owing to the following two 

main reasons. First, the face image matrices are always transformed into high-dimensional 

vectors in the face recognition problem. The image matrix-to-vector transformation will cause 

the rapid incensement of the dimensionality. This is so called “curse of dimensionality” [3]. 

Compared with the dimensionality of high-dimensional data, the number of the training 

samples is much less. The high-dimensional Small Size Sample (SSS) problem will lead to the 

over fitting or unstable problems in face recognition [4]. Second, the face images of one 

individual may contain variations of illuminations, postures and expressions. This means that 

the data uncertainty in face recognition may severely affect the performance of face 

recognition [5]. In general, the training sample set would not include all the varieties. 

Consequently, insufficient training samples will lead to low accuracies [6-8]. Furthermore, if 

the difference between different individuals is much smaller than it in the same individual , 

which is caused by the variations, the performance will be dropped sharply. To add virtual face 

images to the set of training samples is partially able to remedy the difficulty [ 9]. 

In order to overcome the “curse of dimensionality”, feature extraction technology is applied in 

face recognition. Principal Component Analysis (PCA) [7] and Linear Discriminant Analysis 

(LDA) [8] are two of the greatest well-known dimension reduction techniques. PCA 

constructs a serial of orthogonal vectors to pursuit a best representation while LDA is able to 

separate different classes in the low-dimensional subspace. Up to now, the researchers 

continue to improve the performances of PCA and LDA since they were proposed [9-12, 51]. 

Two-dimensionality extension and kernel extension are two important aspects. 

Two-dimensionality PCA (2DPCA) [13] and Two-Dimensionality LDA (2DLDA) [14] not 

only preserve structure information embedded in face images, but also avoid the SSS problem 

and reduce the computational time. As the improvement of LDA, Uncorrelated Linear 

Discriminant Analysis (ULDA) [15] attracts much attention. Although these methods that are 

based on PCA and LDA have been applied successfully, they are linear transformation and 

sensitive to noise. As for high-dimensionality data such as the face images data, they are not 

always linear distribution in the space. In order to extract the non-linear characteristics, kernel 

technology is applied in PCA [16, 17] and LDA [18]. Furthermore, the researchers do many 

works to improve the performance of kernel PCA in face recognition in recent years. For 

example, Fang et al proposed kernel representation-based nearest neighbor classifier [19]. Lu 

utilized the symmetry of face image and proposed symmetrical principal component analysis 

(SPCA) to improve the accuracy [20], Heo et al use fuzzy memberships to extend the kernel 

PCA [21]. Reference [22] used a few partial data points to determine which data points can be 

used to reduce time consuming and computation memory in kernel PCA. Besides face 

recognition, kernel PCA is used for decentralized fault detection [23, 24], denoising [25], 

identification of severe weather outbreaks [26], similarity invariants shape recognition [27], 

microarray gene data analysis [28].  

In recent years, the representation based classifications, such as Sparse representation based 

classification (SRC) [29] and collaborative representation based classification (CRC) [30]  

received much attention in face recogntion field. SRC searches a “sparse” linear combination 

of training samples to represent the test sample. In other words, SRC chooses a subset from 
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training set to represent test samples through    regularization. The experiment results show 

that SRC exceeds many other algorithms and is robust to occlusion, illumination and noise. 

However,    regularization causes the high computational cost because it is not a simple 

closed-form solution. After that, SRC with      [31] regularization and    regularization [32, 

33] were proposes to reduce the computational cost. Compared with conventional SRC, these 

proposed methods achieve satisfactory and robust face recognition results. Though 

conventional SRC usually leads to sparser, SRC with      regularization can receive group 

sparsity [34, 35]. Moreover, SRC with      is implemented using    and     regularizations 

simultaneously [35-38], which is different from conventional SRC. A lot of research works 

have been done to improve SRC. Xu et al proposed a supervised sparse representation method 

with a heuristic strategy [39]. Jiang et al proposed a semi-supervised discriminant analysis 

based sparse method for face recognition [40]. Reference [41] divided all the training samples 

into several blocks and then determined whether the block is in occluded using the linear 

regression technique. A two-phase test samples sparse representation method was proposed to 

reduce the high computational cost and improve the performance of the face recognition [42]. 

Lia et al proposed a new decision rule for sparse representation. Wang et al extent SRC to 

kernel space and proposed multi-kernel learning for sparse representation [43]. Reference [6] 

induced a kernel distance to determine   nearest neighbors of the test samples from training 

set to realize the “sparseness”. Why can sparse representation receive the high accuracy and 

robustness for face recognition? Zhang et al in reference [30] attribute it to that sparse 

representation chooses from all the training samples to represent the test sample. In other 

words, SRC utilizes the similarity of face images to reduce the unreasonable representation 

residual. This strategy induces collaborative representation based classification (CRC). CRC 

can play a similar role to the sparse    regularization in enhancing the discrimination of 

representation. 

However, if the test sample that has the same differential vector with two types of training 

samples, SRC cannot distinguish their categories. In order to prevent such problem, some 

researchers proposed a method which combine sparse and kernel technology to perform 

classification. In this paper, we propose an improvement approach for face recognition, which 

is based on sparse representation and PCA in kernel space. The proposed method estimates the 

distances between test sample and the all the training samples based on collaborative 

representation idea in kernel space. We select   training samples which get the   smallest 

distances. After that, KPCA is used to reduce the dimensionality and extract the most relevant 

information for classification. The proposed method implements the sparse representation 

under    regularization and extracts the most relevant information twice to improve the 

robustness. In order to test the performance of the proposed method, we compare it with 

several state-of-the-art methods including SRC, CRC, KCRC and TPTSR in the ORL, the GT 

and the UMIST face databases. The experiment results show that our method is more effective 

and robust. 

The rest of this paper is organized as follows: Section 2 demonstrates the related works; 

Section 3 discusses our proposed method in detail; Section 4 conducts extensive experiments 

to demonstrate the performance of our works; and Section 5 concludes the paper. 

 

2. Related works 

In this section, some important works including SRC, TPTSR, CRC and Kernel CRC, which 

related to our works are reviewed. We suppose that we have   individuals with    training 

samples from the     individual,           and       
 
   . The training set is    
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            ,    is the sub training set that contains the training samples from the     

individual, and   is the test sample. 

2.1 Sparse representation 

The main assumption of sparse representation is that the training samples from one individual 

are lie on a subspace. So the test samples from the     class can be represented approximately 

by the linear span of   : 

 

                                                                 (1) 

 

where    is the reconstructive coefficients. Eq. (1) can be rewritten in term of the training 

samples from all individuals as 

 

                                                                  (2) 

 

where            
     . Since   is unknown, SRC aims to solve the following    

minimization problem: 

 

                       subject to                                   (3) 

 

where      denotes the    norm, which is the number of non-zero entries in the vector.  

Unfortunately, it is a NP-hard problem to solve     even to get the approximate solution. 

According to compressive sensing [44, 45], if the     is sparse enough the solution of    

minimization problem is approximately equal to    minimization problem: 

 

                        subject to                              (4) 

 

Considered the occlusion, Eq. (4) can be expressed as: 

 

   
                    subject to                             (5) 

 

where     is a given tolerance. 

After that, the representative residual can be gotten by: 

 

             
                                                  (6) 

 

where                    
 ,     is the coefficient from   . Finally, the test sample will be 

identified by: 

 

                                                                 (7) 

2.2 Collaborative Representation 
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In order to reduce the unreasonable representation residual, all the training samples are used to 

represent the test sample via a linear combination. Compared with SRC, CRC receives not 

only high performance, but also low computational cost. CRC aims to solve the following    

minimization problem: 

 

                    
       

                                       (8) 

 

where   is the regularization parameter.   makes the least square solution much more stable 

and a certain amount of “sparsity” to   .  

The least squares estimation is performed to estimate the coefficient: 

 

                                                                    (9) 

 

The representation residual    can be calculated as follows: 

                
  
    

 

 
                                           (10) 

where      and      represent the    coefficient and the     training sample from the     class 

respectively. 

The rule in favor of the class with the minimum distance can be calculated by: 

                                                                                           (11) 

2.3 Kernel Collaborative Representation 

Kernel method is the effective technology to extract the nonlinear feature and has been applied 

in computer vision and pattern recognition in recent years [46, 47]. If we use a nonlinear 

mapping  , the original data space   is mapped into a higher dimensional feature space   

       

       

Denote the mapped samples from the original feature space as                        . 

The objective function of Kernel CRC can be written as: 

 

                    
       

                               (12) 

 

where   is the regularized parameter. It is easy and analytical to solve    as  

 

                                                               (13) 

 

Suppose that there is a kernel        induced by feature mapping function   and          

            represents a nonlinear similarity between two vectors    and   . 
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(14)                                      

 

                             
        

       
 

       
                    (15) 

 

If we denote    
                 

   
                 

 ,      
       

 
       

  

We can use Eq.(16) to calculate the coefficients: 

 

                                                                                                          (16) 

 

Then we can calculate the representation residual for each class by 

 

                                                                
  
    

 

 
,                                         (17) 

 

where    is the number of the training samples from the     class,       and       represent the 

    coefficients and the     training samples from the     class in kernel space respectively. 

Finally, we identify the class which makes the minimums representation residual.  

 

                                                                                                       (18) 

 

2.4 Two-phase test samples sparse representation 

The main assumption of TPTSR is that the test sample and its   “nearest neighbors” are 

probably from the same class. First, TPTSR searches   “nearest neighbors” for test sample 

via CRC. Second, TPTSR represents the test sample via linear combination of its   “nearest 

neighbors”. At last, the test sample is determined by the representation residual. Compared 

with CRC and SRC, TPTSR ignores the training samples that are far from the test sample.  

SCR implements the sparse    regularization. While CRC enhances the discrimination of 

representation through    regularization. KCRC extents CRC to kernel space to improve the 

nonlinear classification ability. TPTSR searches   “nearest neighbors” of test sample for 

CRC. We combine the merits of TPTSR and KPCA to propose an improved kernel principal 

component analysis method based on sparse representation to improve the accuracy and 

robustness for face recognition. 

 

3. The proposed method 

3.1 Presentation of the proposed method 

In this section, we present the improved kernel principal component analysis method for face 

recognition. We first search the   nearest training samples of the test sample in kernel space. 

And then the features are extracted by using KPCA. At last, these features are used to identify 
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the class label of the test sample. The specific steps are as follows: 

Step 1 Search   nearest training samples in kernel space 

We first assume that all the samples are mapped into a new space by using mapping   . It is 

also supposed that in kernel space the test samples   can be approximately represented by the 

combination of all training samples: 

 

             
 
                                                    (19) 

 

where    is the representation coefficient of the     training sample. Using the least squares 

algorithm, we can obtain the following solution: 

 

                                                          (20) 

 

where 

              
 ,    

         
   

         

 ,                            ,    

                                  
 
,   is the identity matrix and   is a small positive 

constant makes the least square solution much more stable.               stands for the 

inner product of                .                . In order to search   nearest training 

samples of the test sample, we give the distance defined as follows: 

 

                  
              

                    ，            (21)                                                                                              

 

From Eq. (21) we know that the smaller    is, the higher relevance between the test sample and 

the training sample is. So we are able to select the   nearest training samples based on   . The 

samples which get the   smallest distances are selected and denoted as       
    

      
   

and the number of the     individual samples is denote as     and       
 
   . 

Step 2  Feature extraction using KPCA. 

In this step, we want to extract the feature from   . Similar with step 1, we have 

    
      

    
        

       
   ,     

    
      

 

   
    
     

 
 , 

  
         

         
           

   
 

. 

Then the eigenvalues   and eigenvectors   of covariance matrix   are given by 

 

                                                                      (22) 

 

We select the first   eigenvectors which correspond to the   largest eigenvalues. They are 

denoted as                    
  and                respectively.     is the feature 

we extract from the training sample     
  . This means                

 =   . Similarly, 
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we get the feature of the test sample     , which is denoted as       by 

 

            
  
 
                                                     (23) 

 

Step 3 Classification 

In this step we will calculate the distance between       and    , where          . Then 

the test sample will be identified to the class which it get the smallest distance.  

First, the   nearest training samples are used to represent sparsely the test samples. The 

represent coefficients are estimated by: 

 

             
  
                                                     (24) 

 

where         ,        
     

       
        

    
 
,   is the regularization parameter and makes 

the least square solution much more stable. After that, the residual can be calculated by 

 

           
 
    

 
 

   
    

 

 
,                                           (25) 

 

where    
 
 is the     class the     sample coefficient from    and    

 
 is the     class the     

feature from     

Finally, the classification rule in favor of the class with the minimum residual can be expressed 

as 

 

                                                             (26) 

 

3.2 Analysis 

There are several advantages in our method. First, like the conventional kernel method, the 

proposed method is able to increase the separability of the samples in kernel space. This means 

that the distances between different classes will be enlarged when the kernel trick is used. The 

theoretical and experiment results offered in [12] show that the samples that are mapped into 

the higher-dimensional space is more beneficial to correct classification. Second, the proposed 

method extracts the most relevant features for test samples twice: (1) we select the nearest 

training samples globally in kernel space. All the samples including the test sample are 

mapped into the kernel space. At the same time, the collaborative representation idea is used to 

select the most nearest samples in the new feature space. (2) KPCA is implemented to extract 

dominating features from the test sample and   nearest training samples. The sparse 

representation of the test sample is executed with    regularization. So the extracted features 

are more suitable for classification.  

 

4. Experimental Classification Results and Analysis 
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In this section, we compare our method with several stat-of-the-art face recognition methods 

including SRC, CRC, KCRC and TPTSR on the ORL [48], the GT [49] and the MUIST [50] 

face databases. In our experiments, all the face images were normalized to 32 32 pixel. The 

first                 samples per individual are used for training and the remaining 

samples are used for test. In our method, KPCA is implemented to reduce the dimension and 

contain 95% energy.  

4.1 Experiments on ORL face database 

The ORL face database consists of a total of 400 images from 40 people. Each person has 10 

images. For some individuals, the images are taken at different times. The varieties of this face 

database include the open or closed eyes, smiling or no smiling, wearing glasses or no glasses. 

Also the face images are taken with a tolerance for some titling and rotation of the face of up to 

20
o
. And there are some variations in the scale of up to about 10%. Fig. 1 shows some samples 

of the ORL face database. 

 

.  

Fig. 1. All the images from one individual on ORL face database. 

 

In this experiment, we choose the first   (             of each individual to form the training 

set and the remaining samples for test. The total number of training samples is different 

according to different  . So we set   to be an integer. Suppose s is the sparseness coefficient 

and S equal s multiply to the total number of training samples. In all experiments, s is set as 0.6. 

The comparative results are summarized in Table 1. 

 
Table 1. Comparative result of different methods on ORL face database 

Method                     

SRC 0.8250 0.8571 0.9083 0.8850 0.9187 

CRC 0.7656 0.8571 0.9250 0.9400 0.9187 

KCRC 0.8844 0.8929 0.9125 0.9250 0.9437 

TPTSR 0.8344 0.8827 0.8958 0.8900 0.9375 

the proposed method 0.8844 0.9000 0.9250 0.9200 0.9437 

 

From Table 1, we can find that the two methods based on kernel, KCRC and the proposed 

method, get the highest accuracies. When     and     KCRC and our method have the 

same accuracies. When     and     , our method is better than any other methods 

including KCRC. In general, the proposed method is efficient. 

In order to investigate the relationship between accuracy and the coefficients,   and 

dimensionality, we estimate the accuracies by fixing   and dimensionality respectively in 

different number of training samples. Fig. 2 shows the accuracy variation with different 

sparseness coefficient   (  is setting from 0.1 to 1.0 and the step is 0.1) when PCA contains 

100% energy. Fig. 3 shows the relationship between accuracy and dimensionality by fixing 

the sparseness coefficient (     ). Table 2 shows the highest accuracy and the sparseness 

coefficient   in each number of training samples. 
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Fig. 2. The accuracies in different sparseness coefficient s (from 0.1 to 1.0) in the ORL face 

database. 

 

From Fig. 2 we can find that the accuracies seem to oscillate according in different sparseness 

coefficient  . The accuracy cannot reach the highest level when all the training samples are 

used (   ). Though face recognition is a Small Sample Size Problem, some training samples 

are not suitable for classification.  

 
Table 2. The highest accuracy and its value of sparseness coefficient ( ) in ORL face database 

Item                     

Accuracy 0.8875 0.8964 0.9208 0.9400 0.9563 

  0.7 0.5 0.2 0.9 0.9 

 

We can find from Table 2 that the highest accuracy in different number of training samples 

need different sparseness coefficient. Also, the accuracies when      (     ) and      

(     ) in Table 2 are higher than those in Table 1. This means that the dimension and 

sparseness coefficient   are all important for the accuracy. In order to investigate the 

relationship between accuracy and dimension, we calculate the accuracies according to 

different dimension by fixing the sparseness coefficient (      ). Fig. 3 and Table 3 show 

the experiment results. 

 

 
Fig. 3. The accuracies in different dimension in ORL face database. 
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From Fig. 3 we can observe that the accuracies increase sharply in any cases when the 

dimensionality is small. When the dimensionality is large enough the accuracies oscillate 

according to the increment of dimensionality. Table 3 The highest accuracy and the dimension 

in ORL face database. 

 
Table 3. The highest accuracy and the dimension in ORL face databas 

Item                     

Accuracy 0.8875 0.9000 0.9208 0.9300 0.9437 

Dimensionality 39 67 82 49 53 

 

Table 3 shows that the highest accuracy does not happen in the largest dimensionality. From 

the experiment results that shown in section 4.1, we can find that if the suitable sparseness 

coefficient and dimensionality are set, the higher accuracies can be gotten. 

 

 4.2 Experiments on GT face database 

The Georgia Tech (GT) face database contains images of 50 people taken two or three sessions. 

The pictures show frontal and/or tilted faces with different facial expressions, lighting 

conditions and scale. Each image is manually labeled determine the position of the face in the 

image. Fig. 4 shows all the images of one subject on GT face database. 

 

 
Fig. 4. All the images of one individual on Georgia Tech face image dataset. 

 

In this experiments, we choose the first   (            ) samples per individual to form 

the training set and the remaining samples are used for test. The contrastive methods include 

SRC, CRC, KCRC and TPTSR. The experiment results are shown in Table 4. 

 
Table 4. Comparative result of different methods on GT face database 

Method                                                          
SRC 0.4154 0.4517 0.4727 0.5100 0.5756 0.6175 0.6543 0.6533 0.6520 0.7200 0.7200 0.8100 0.8200 

CRC 0.3892 0.4083 0.4055 0.4100 0.4467 0.4975 0.4886 0.5000 0.4760 0.4950 0.4600 0.4900 0.4800 

KCRC 0.4554 0.4933 0.5309 0.5540 0.6333 0.685 0.7114 0.7367 0.7640 0.8000 0.8267 0.8600 0.8600 

TPTSR 0.4677 0.5200 0.5673 0.5920 0.6489 0.6850 0.7286 0.7333 0.7600 0.7900 0.7933 0.8000 0.8200 

the 

proposed 

method 

0.5000 0.5433 0.5909 0.6120 0.6844 0.7225 0.7314 0.7800 0.7880 0.8300 0.8533 0.8900 0.9000 

 

From Table 4 we can observe that the methods based on kernel have a big improvement than 

the other methods. Though CRC get the lowest accuracy, KCRC is able to get higher 

accuracies than SRC. On the GT face database, TPTSR which is under    regularization is 

better than SRC, which is under    regularization. We owe the improvement to the tactics 

which selects M nearest neighbors for the test sample. The proposed method not only inherit 

this merit, but also extent it to the kernel space. From Fig. 4 we can observe that the face 

images are under big variations. These variations will bring the difficulty fo feature extraction 

and classification. So we can find some methods such as CRC and SRC can not get the high 
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accuracy in Table 4. The proposed method gets higher accuracies than any other methods in 

any causes. Compared with KCRC, our method has a big improvement. The average accuracy 

of KCRC and our method are 68.52% and 72.51% respectively. This means the proposed 

method has over 5.8% improvement. The experimental results show that the proposed method 

is effective and more robust than the others.  

In order to investigate the relationship between accuracy and sparseness coefficient, the 

relationship between accuracy and dimensionality respectively, we calculate the accuracies 

with different sparseness coefficients by fixing dimensionality and calculate the accuracies 

with different dimensionalities by fixing sparseness coefficients. The experimental results are 

shown in Fig. 5, Table 5 and Fig. 6, Table 6 respectively.  

 

 
（a） 

 
(b) 

 
(c) 

 

Fig. 5. The accuracies in different sparseness coefficient s (from 0.1 to 1.0) in GT face 

database. (a), (b) and (c) are the result with different number of training sample. 
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Table 5. The highest accuracy and its value of sparseness coefficient (s) in GT face database 

Item                                                          

Accuracy 0.5138 0.5500 0.5873 0.6040 0.6711 0.7225 0.7457 0.7767 0.8000 0.8450 0.8600 0.8900 0.9000 

s 0.2 0.2 0.6 0.3 0.5 0.1 0.3 0.4 0.2 0.2 0.2 0.1 0.1 

 

From Fig. 5 we can see that almost all the accuracies hit rock bottom when all the training 

samples are used for classification. We can observe from Table 5 that at most situations the 

highest accuracies happen in high sparseness level in the GT face database.  

Fig. 6 and Table 6 show relationship between accuracy and dimensionality. We calculate the 

accuracies according to different dimension by fixing the sparseness coefficient (      ). 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 6. The accuracies in different dimension in GT face database. (a), (b) and (c) are the results with 

different number of training samples. 
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Table 6. The highest accuracy and its value of dimensionality in GT face database 
Item                                                          

Accuracy 0.4908 0.5417 0.5909 0.6060 0.6733 0.7100 0.7343 0.7733 0.7920 0.8250 0.8600 0.9000 0.9000 

Dimensionality 51 85 112 144 145 191 142 187 135 227 234 125 244 

 

Fig. 6 and Table 6 show the fact that the accuracies have a big improvement according to the 

increment of dimensionality when the dimensionality is small. After that, the growth rates are 

smooth when the dimensionality is large enough. But the highest accuracy always does not 

happen in the largest dimensionality.  

4.3 Experiments on UMIST face database 

The UMIST face database consists of 564 images of 20 individuals. Each individual is shown 

in ranges of postures from profile to frontal views. In our experiments, we select the first 19 

face images each individual, total 380 face images, to form the subset. Fig. 7 shows some face 

images in our experiments.  

 

 
Fig. 7. Some face images from UMIST database in our experiments. 

 

Similar with the above experiment setting, we select the first   (            of each 

individual for training set and the remaining samples for test. Table 7 gives the comparative 

results of different methods in the UMIST face database. 

 
Table 7. Comparative result of different methods on UMIST face database 

Method                                                

SRC 0.4765 0.5031 0.4967 0.5214 0.5538 0.5875 0.6455 0.6800 0.6889 0.7000 0.7214 

CRC 0.4765 0.5031 0.4967 0.5214 0.5538 0.5875 0.6455 0.6800 0.6889 0.7000 0.7214 
KCRC 0.5500 0.5781 0.5733 0.6214 0.6423 0.6667 0.6864 0.7300 0.7111 0.7375 0.7714 

TPTSR 0.2706 0.2375 0.2467 0.2168 0.2500 0.3038 0.3318 0.3000 0.4278 0.4125 0.4429 

the 
proposed 

method 
0.5588 0.5625 0.6067 0.6000 0.6269 0.6818 0.7150 0.7000 0.7438 0.7838 0.7857 

 

From Table 7 we can find that KCRC and our method that are based on kernel space get the 

highest performance. But TPTSR get the much less accuracies than any other methods. It 

seems that the large posture variations of the UMIST face database leads to the lack of training 

samples problem for TPTSR. Though it has a similar tactics to get the sparse representation 

under    regularization, our method has much higher improvement than TPTSR. Maybe it is 

more separable for large posture variations in kernel space. Compared with KCRC, the 

proposed method is able to get a higher performance except        . Though the proposed 

method cannot get higher accuracies than KCRC in any cases, the average accuracy is higher 

than that of KCRC. In general, the proposed method is effective and robust. 

Similar with Section 4.1 and Section 4.2, we investigate the relationship between accuracy and 

sparseness coefficient, and the relationship between accuracy and dimensionality. The 

experiment results are shown in Fig. 8, Table 8 and Fig. 9, Table 9. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 8. The accuracies in different sparseness coefficient S (from 0.1 to 1.0) in UMIST face database. (a), 

(b), (c) and (d) are the result with different number of training sample. 
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From Fig. 8 we can find something different compared with Section 4.1 and Section 4.2. At 

most situation, the high accuracies need more training samples. In another words, the 

accuracies will be higher when   is bigger in UMIST face database. 

 
Table 8. The highest accuracy and its value of sparseness coefficient ( ) in UMIST face database. 

Item                                                

Accuracy 0.5706 0.5594 0.6167 0.6071 0.6077 0.6375 0.6773 0.6950 0.7333 0.7625 0.8071 

s 0.1 0.7 0.9 1.0 0.5 1.0 1.0 0.5 0.9 0.9 0.9 

From Table 8 we can see that we can get the highest accuracies when   is enough large except 

the case when    . From Fig. 7 we can find that the face images from UMIST have big 

varieties in ranges of postures from profile to frontal views. Maybe these big varieties 

aggravate the SSS problem. So it needs more training samples to represent the test samples 

well.  

Fig. 9 and Table 9 show the relationship between accuracy and dimensionality. 

 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 

Fig. 9. The accuracies in different dimension in the UMIST face database. (a), (b), (c) and (d) are the 

results with different number of training samples. 

 

Fig. 9 shows that the accuracy improves more quickly when dimension is small. When the 

dimensionality is large enough the accuracy seems stable. We also can find that the highest 

accuracy does not appear in the highest dimension in any case of  . In another words, we do 

not need all the information of the training samples for classification though face recognition 

is a classical SSS problem.  

 

Table 9. The highest accuracy and the dimension in UMIST face database. 
Item                                                

Accuracy 0.5529 0.5656 0.5933 0.6000 0.6077 0.6333 0.6636 0.7000 0.7056 0.7312 0.7857 

Dimensionality 16 20 39 25 30 76 32 38 77 57 63 

 

From Table 9 we can find that we need much smaller dimensionality than that in the ORL and 

the GT face databases to get the highest accuracy.  

 

5. Conclusions 

In this paper, an improved kernel principal component analysis method based on spare 

representation is proposed for more performance in face recognition. Our method implements 

sparse representation under    regularization based on collaborative representation in kernel 

space. In order to improve the robustness, the proposed method extracts the most relevant 

features for test sample twice. The comparative experiments are conducted in the ORL, the GT 

and the UMIST face databases. Also, we investigate the relationship between accuracy and 

sparseness coefficient by fixing the dimensionality, the relationship between accuracy and 

dimensionality by fixing the sparseness coefficient respectively. The compared methods 

include several stat-of-the-art face recognition methods including SRC, CRC, KCRC and 

TPTSR. The experimental results verify the efficiency and robustness of the proposed method. 

From the expreimental results, we are able to observe that the sparseness coefficient  and 

dimensionality are all important for accuracy. In the future works, we will try to find out the 

concrete relationship of the two parameters and improve the accuracy. 
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