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Abstract 
 

Future mobile communications face enormous challenges as traditional voice services are 

replaced with increasing mobile multimedia and data services. To address the vast data traffic 

volume and the requirement of user Quality of Experience (QoE) in the next generation mobile 

networks, it is imperative to develop efficient content distribution technique, aiming at 

significantly reducing redundant data transmissions and improving content delivery 

performance. On the other hand, in recent years cloud computing as a promising new 

content-centric paradigm is exploited to fulfil the multimedia requirements by provisioning 

data and computing resources on demand. In this paper, we propose a cooperative caching 

framework which implements State based Content Distribution (SCD) algorithm for future 

mobile networks. In our proposed framework, cloud service providers deploy a plurality of 

cloudlets in the network forming a Distributed Cloud Service Network (DCSN), and 

pre-allocate content services in local cloudlets to avoid redundant content transmissions. We 

use content popularity and content state which is determined by content requests, editorial 

updates and new arrivals to formulate a content distribution optimization model. Data contents 

are deployed in local cloudlets according to the optimal solution to achieve the lowest average 

content delivery latency. We use simulation experiments to validate the effectiveness of our 

proposed framework. Numerical results show that the proposed framework can significantly 

improve content cache hit rate, reduce content delivery latency and outbound traffic volume in 

comparison with known existing caching strategies. 
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1. Introduction 

With the explosive growth of mobile Internet, as well as the extensive deployment of 

efficient fast-rate 4G/LTE, the demand for high-speed data applications, such as mobile 

multimedia services, has been extensively emerging up in recent years. We can expect that the 

further growth of smart mobile devices and mobile data traffic will have enormous impact on 

the next generation mobile communication system (5G). According to the survey of Cisco [1], 

mobile data traffic has been increasing at a high speed over the few years, while the total 

volume of mobile data traffic will rise 13-fold in 2017, compared with that of 2012. The habits 

of mobile users are mainly focused on multimedia service, such as online video, online music, 

and P2P streaming sharing. The increasing demand for mobile multimedia services brings a 

big challenge to future mobile communication system [2]. Thus it is imperative to develop 

efficient mechanisms for supporting mobile multimedia and data services.  

In mobile cellular networks, duplicate downloads of a few popular multimedia contents 

with large sizes (e.g. popular music files, picture files etc.) have been observed through 

experimental studies [3][4]. The redundant download traffic occupies an important portion of 

mobile multimedia traffic. Therefore, researchers have been investigating effective techniques 

to reduce the duplicate content transmissions by adopting intelligent caching strategies in 

cellular mobile networks [3-6]. Fig. 1 shows a general mobile cellular network architecture 

equipped with caching capability, where core network and ratio access network (RAN) are the 

two tiers envisioned for deploying caches due to the all-IP nature of current cellular networks 

[7]. In this architecture, distributed service data storage at caching enabled core network [3][4] 

or access network [5][6] can effectively reduce the outbound (remote) traffic volume and 

response latency to fetch a content file. Specifically, caching in 3G mobile networks [3] and 

caching in 4G/LTE [8] networks have both been proven to significantly improve content 

delivery efficiency and performance. Furthermore, it is apparent that efficient caching strategy 

would enhance the energy efficiency of mobile networks, contributing to the evolution of 

green 5G networks effectively. 

 

Fig. 1. General mobile network incorporating caching 
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Using content distribution network (CDN) to distribute data content in local caches close to 

mobile users allows a user to gain access to the nearest content requested, so as to reduce 

duplicate data transmissions and content delivery latency. In [27], the authors have 

investigated the capability of cache enabled content distribution in wireless ad-hoc networks. 

The concept of resource management for in-network caching environments is introduced and 

cache management for information-centric networks is studied which tries to reduce caching 

redundancy and make more efficient use of available cache resources in [28]. The authors in 

[29] have proposed a comprehensive overview on the area of energy-aware common content 

distribution over wireless networks with mobile-to-mobile cooperation. In [30], researchers 

investigate the algorithms and address the stability problem for content distribution over 

multiple multicast trees. Furthermore, The effectiveness of content distribution can be 

improved by introducing multi-level (hierarchical) content caching [7][9]. However, we 

cannot simply apply traditional CDN-based content distribution technique to mobile networks. 

It is difficult to meet dynamic needs of the users in mobile networks, as legacy CDN based 

content distribution mechanism is generally designed for traditional wired communication 

network architecture. In mobile networks, the resources (storage, bandwidth, computing 

capacity, e.g.) and the position of the deployed servers are constrained. More importantly, the 

hit rate of cached contents could be rather low in mobile networks due to the content dynamics, 

user mobility and limited number of users in a cell. On the other hand, the scale of content 

provided by Content Providers (CPs) is growing rapidly and it is thus impossible to cache all 

contents, although storage cost is becoming much cheaper. Therefore, it is of vital importance 

to develop efficient caching strategies to enjoy the benefits of local content caching. 

On the other hand, in recent years the rapid rise of cloud computing services and the wide 

deployment of cloud facilities such as Data Centers (DCs) provide new ways to support 

mobile multimedia and data services. In a recent study of cloud-assisted service computing for 

future fifth generation (5G) mobile ad-hoc networks in [26], the authors have proposed a 

mechanism to solve excessive energy consumption in cloud data centers without re-searching 

and re-link routing for the lost cloud data server by updating link loss information and sending 

the location of queried data kept in the content map. In [41], a hierarchical cloud computing 

architecture is proposed to enhance performance by adding a mobile dynamic cloud formed by 

powerful mobile devices to a traditional general static cloud. Cloud computing has valuable 

features, such as high scalability, flexibility and on-demand supply, which can well address 

the needs of content distribution. To facilitate better multimedia and data distribution services 

by introducing cloud computing, Distributed Cloud Service Network (DCSN) architecture is 

proposed to provide low-delay and high-quality local cloud services for mobile users [10][11]. 

DCSN is composed of multiple cloudlets which are widely distributed in mobile users’ local 

areas, and are equipped with strong computing resource and storage space. The resources of 

cloudlets can be used by nearby mobile devices via one-hop to access [10]. The original 

studies of applying cloudlets to wireless networks are focused on traditional wireless LAN 

[10][11][12]. Later, researchers further combine cloudlets with traditional Base Stations (BSs) 

to provide local cloud services for users in mobile cellular networks [2], where the proposed 

cloud architecture consists of distributed multimedia DCs, and integrated cloudlet and base 

stations. The inherent layered and distributed feature of DCSN makes it natural to implement 

caching to bring about lower content delivery latency and improved user experience. 

In the area of 5G, a new network architecture based on Network Function Virtualization 

(NFV) and Software-Defined Networking (SDN) becomes the prevailing view worldwide 

[33]. The 5G network will be built upon SDN, NFV and cloud computing technologies, 

leading to more flexible, intelligent, efficient, and open network system. The 5G network 
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architecture consists of three clouds: access cloud, control cloud, and forwarding cloud. The 

access cloud supports multiple radio access technologies, integrates the centralized and 

distributed architectures, and adapts to all sorts of backhaul links, in order to realize more 

flexible deployment and more efficient radio resource management. The control and data 

forwarding functions of 5G network will be substantially decoupled, turning into the 

centralized and unified control cloud and the flexible and efficient forwarding cloud [34][35]. 

The proposed DCSN architecture can be deemed as an abstract network model of 5G mobile 

networks with features of cloudification and vitalization. We exploit the inherent layered and 

distributed feature of DCSN and propose a cooperative caching strategy, taking the advantage 

of distributed cloud with strong computing resource and storage space to address the 

increasing demand for mobile multimedia and data services in emerging 5G systems.  

Traditional ratio access network architecture faces various challenges in the 4G era and 

beyond. C-RAN, which is proposed by the China Mobile, is a new type of RAN architecture to 

help operators address the challenges [39]. C-RAN is responsible for the mobile users’ access 

to networks, and is composed of high-density Remote Radio Heads (RRHs) and centralized 

Baseband Units pools (BBUs). It is not only applicable to existing mobile networks but also an 

essential element for future 5G systems [40]. C-RAN is supposed to be able to accommodate 

and facilitate several 5G technologies such as Large Scale Antenna Systems (LSAS), full 

duplex, ultra-dense networks, etc., mainly thanks to its inherent centralization natures well as 

the edibility and scalability of a cloud-based implementation [41].At the access level, C-RAN 

is responsible for providing efficient large-capacity access function. Meanwhile, at the service 

level, DCSN is proposed to provide local cloud-based multimedia services to mobile users. To 

accommodate the massive number of mobile devices and improve the utilization of limited 

resources, the next generation mobile communication system (5G) should employ a new 

architecture by introducing C-RAN and DCSN to provide better content delivery services for 

mobile users. By introducing C-RAN instead of traditional Base Station, and integrating 

C-RAN with DCSN together, DCSN cooperates with C-RAN to improve the resource 

utilization efficiency of both wireless resource of C-RAN and caching resources of DCSN, as 

well as reduce the content access delay to ensure user QoE. 

Thus far, although an amount of existing studies are focused on the design and 

implementation of content distribution mechanisms in mobile cellular networks, most of them 

are based on heuristic algorithms without analytical modelling and optimal strategy design. 

Caching strategy, deciding what to cache and how to manage caches, are crucial for overall 

content distribution performance. There have been a number of caching strategies proposed, 

such as least recently used (LRU) [13] and least frequently used (LFU) [14], for Internet Web 

caching. In [15], the authors combine LRU and LFU together and propose the segmented LRU 

strategy. Randomized replacement (RR) [16] is a cache replacement strategy, which tries to 

reduce the complexity of the replacement process by using randomized decisions to find an 

object for replacement. However, these existing works consider only single cache case. 

Obviously, for the case with multiple caches and they may perform in a cooperation way, 

existing caching strategies/algorithms cannot be applicable. Intuitively, the cooperation 

among multiple distributed caches may provide improvement for content distribution. 

However, it is much more challenging to design cooperative caching strategy to appropriately 

improve cache performance [7]. 

In this paper, we propose a cooperative caching framework which implements State based 

Content Distribution (SCD) algorithm based on DCSN architecture, where several distributed 

cloudlets with local caches cooperate and share contents with each other. We use content 

popularity and content state which is determined by content requests, editorial updates and 
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new arrivals to formulate a content distribution optimization model. Data contents are 

deployed in local cloudlets according to the optimal solution to achieve the minimal average 

content delivery latency. We conduct simulation experiments to validate the effectiveness of 

our proposed SCD algorithm, and numerical results indicate that the proposed solution can 

effectively increase cache hit rate, reduce outbound traffic and content delivery latency 

compared with existing caching strategies. 

The paper is structured as follows. In Section 2 we propose a cooperative caching 

architecture based on DCSN architecture and develop the framework. Then we describe the 

content state transition which is used for content distribution modelling in details in Section 3. 

In Section 4 we derive the SCD model and present the optimal content distribution algorithm. 

In Section 5 we evaluate the performance of our proposed algorithm, in terms of cache hit rate, 

content delivery latency and data traffic volume in comparison with LRU, LFU and RR and 

finally conclude this paper in Section 6. 

2. Cooperative Caching Architecture and Framework 

Our proposed Hierarchical Cloud Service Network model captures the main attributes of 

cloudification and virtualization. It is mainly composed of three parts: Core Cloud Server 

Networks, Distributed Cloudlets Service Networks, and Cloud Radio Access Networks. Core 

Cloud Server Networks distribute the content (e.g., multimedia) serving ability to Cloudlets 

which are widely deployed at the edge of networks. Once these local Cloudlets have cached 

content contents and deployed virtual machines (VMs) in advance, they can provide 

high-quality and low-delay local services for mobile users. Moreover, we consider to deploy 

Cloud Radio Access Networks (Cloud-RAN) into this Hierarchical Cloud Service Networks. 

Cloud-RAN is composed of high-density Remote Radio Heads (RRHs) and centralized 

Baseband Units pools (BBUs), putting all the signal processing units and wireless resources 

into BBUs pools by employing virtualization technology, and scheduling these resources 

based on the load status by employing real-time cloud-computing centralized scheduling 

methods [36][37]. The cloudlet should allocate appropriate processing, caching space and VM 

to cache content data for users from remote DCs if local Cloudlet has not pre-cached these 

contents. However, if Cloudlets have pre-cached these services, users can enjoy the low-delay 

and high-quality local multimedia services. 

In this section, we first describe the cooperative caching architecture for mobile cellular 

network based on Distributed Cloudlets Service Networks (DCSN), and then present the 

framework of our proposed State based Content Distribution (SCD) algorithm.  

2.1 Cooperative Caching Architecture 

In recent years, cloud computing service has been introduced into mobile communication 

networks as a promising means for providing improved mobile multimedia service. In [10], 

the authors propose the Distributed Cloudlets Service Networks (DCSN) architecture, which 

is composed of multiple widely-distributed local cloudlets, to provide low-delay and 

high-quality local cloud service. The authors of [2] introduce DCSN into the mobile cellular 

networks, where cloudlets could be deployed with traditional Base Stations (BSs). 
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Fig. 2. A cooperative caching domain based on DCSN architecture 

Based on DCSN, we propose a caching architecture, as shown in Fig. 2, where several 

local caches of distributed cloudlets may collaborate with each other, to support mobile 

content service in future mobile networks. The cooperative cloudlets in a region, which could 

be co-located with base stations, form a cooperative caching domain. One cloudlet is in charge 

of providing multimedia services for a medium-sized area, called Cloudlet Serving Area 

(CSA), as shown in Fig. 2. The essential idea is that a cloudlet will handle local content 

requests, collect information about editorial updates and new arrivals in DCs, and decide what 

and how to cache. Cloudlets in a cooperative caching domain work in a cooperative way to 

realize content sharing. For example, a content item miss in C1 in Fig. 2 may be recovered 

from C2 or C3. DCs may proactively deploy content in local cloudlets. The transfers between 

DCs and cloudlets are performed typically during off peak hours, using gentle protocols, e.g., 

one that yields more congestion than TCP and/or using low priority channels, e.g., worse than 

best effort in DiffServ [17].  

The cloudlets are supposed to be deployed and co-located with base stations in mobile 

cellular networks. To work in a cooperative way, these cloudlets can exchange information (i.e. 

periodically exchange their information about cached content to each other, or share content 

by fetching data from other cloudlets) by using the communications between the traditional 

base stations. Indeed, in current 4G/LTE networks, we can use the X2 interface which 

provides the data transfer function between NodeBs to realize the communications [25]. The 

X2 interface transfers PDU in user plane using GTP-U and provides reliable signal 

transmission in control plane using SCTP based on IP protocol. 3GPP has specified X2 

interface standard including the frame structure and interface, but leave the implementation of 

communications to individual equipment vendors [31]. In practice, X2 communication is 

usually supported by optical communications [32]. Hence it is reasonable to assume that 

communication capability between BSs in next generation (5G) mobile is supported. 

In the proposed caching architecture, we combine content caching and distribution with 

DCSN, in which the cloud computing technique provides more sufficient resource to support 

mobile content service for future 5G mobile networks. We exploit the distributed and layered 

architecture of DCSN to implement content caching and distribution. The cloudlets cooperate 

with each other, providing better cache performance. To the best of our knowledge, there is no 

research work to address the optimal caching strategy by using analytical modeling for mobile 
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cloud service networks, aiming at 5G architecture. Our work will benefit the design of content 

distribution mechanisms and contribute to the evolution of future 5G mobile networks. 

2.2 Popularity 

The difference of request rate for different content items could be great in mobile 

communication networks. Due to the different favour of data content for mobile users in 

different areas, we can use relative popularity to characterize how often a specific content item 

is requested. The more times a content item requested by mobile users within a unit time, the 

greater request rate and popularity. A common model characterizing content popularity in this 

context is the Zipf model or variants thereof [18][19][20]. Let there be   content items in the 

system, and we sort the content items according to the decreasing order of their popularity in a 

certain Cloudlet Serving Area (CSA). For the rth (r=1,2,…,  ) most popular content item, the 

relationship between request rate      and r is as follows:      is proportional to     in the 

pure Zipf model [18], to     (where   is a strictly positive integer) in the modified Zipf model 

[19] and to         (where k is a strictly positive integer) in the Zipf-Mandelbrot model 

[20].  

We consider a cellular network with N cloudlets, denoted by               , which 

are deployed in a cooperative caching domain. DCs provide   content items, namely 

              , which are subject to U editorial updates per day and A new arrivals per 

day on average. A cloudlet is assumed to receive R requests per day on average. Let   
  denote 

the popularity of    in   ’s CSA. Sorting                according to the decreasing 

order of   
  in    yields                      . Then an one-to-one mapping  

 
    is 

formed in   : 

f：                            

which means that    is the rth popular content in   ’s CSA. We will use the mapping later in 

the design of content distribution strategy. Obviously the mapping relationship could be 

different in each CSA. 

2.3 State Based Content Distribution Framework 

Based on our proposed cooperative caching architecture, we develop a State based Content 

Distribution (SCD) framework, as illustrated in Fig. 3. Our design objective is to minimize 

average total content delivery latency for all users in a cooperative caching domain by deriving 

an optimal content distribution. Then content items can be pre-allocated to cloudlets according 

to the optimal distribution solution. When a user requests a specific content item, the local 

cloudlet will send it to the requesting user if the requested content item is found. Otherwise, 

the local cloudlet fetches the requested content from either other cloudlets or DCs. Besides, 

CPs may update the content or insert new content items in DCs. Data content will be 

periodically (e.g. by day or hours) re-distributed based on content state, which is determined 

by content requests, editorial updates and new arrivals. 
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Fig. 3. The framework of SCD 

In the proposed framework, the data content items in DCs are distributed to the cloudlets in 

a cooperative caching domain according to an optimal solution when the caches are initialized. 

Corresponding action would be taken to adjust the local caches if any of the events, namely 

new content arrivals, content updates and user requests, occurs during a specified period, to 

provide appropriate content services to requesting users. The state of a content item in a local 

cloudlet will change over time as a result of requests, updates, arrivals as well as content 

distribution. On the basis of the available content state, the optimal problem will be 

periodically solved. Then data content will be re-distributed to cloudlets based on current 

optimal content distribution solution to a restart a new period. 

3. Content State Transition 

In the following, we would formulate a content distribution optimization problem based on 

a concept called content state, which is determined by content requests, editorial updates and 

new arrivals. The optimization objective of the problem is to minimize the average total 

content delivery latency for all users in a cooperative caching domain to obtain content service 

in DCSN. Data content can be distributed to local cloudlets according to the optimal solution 

to achieve the minimal average content delivery latency. 

To derive the optimal content distribution, we first need to derive content state. Let us 

define two content states in   : V (valid) indicates validity and existence of a content item, 

while S (stale) indicates outdating or absence of an content item. Each cloudlet maintains a 

state list:         
   

, where            represents the state of    in   . Cloudlets in a 

cooperative caching domain share a global state list by periodically exchanging their content 

state to each other (e.g.,    notifies others about     ) and updating the state list. Content state 

may be updated whenever a new content distribution, request, editorial update or new arrival 

occurs, as shown in Fig. 4. The state of an entry in the list changes from V to S when an 

editorial update or a new arrival occurs, while from S to V when a content request or a content 

distribution occurs. We detail the state transition in the following. 

V S

Updates, Arrivals

Requests, Distribution

 
Fig. 4. State transition of content in state list 
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3.1 Content Request 

When a request for    (i=1,2,…,  ) (supposing        ) from a mobile user reaches    

(n=1,2,…, N), there could be two cases: 

1) Hit:        obviously. Then    delivers    to the requesting user. 

2) Miss:       , then    handles the miss by first searching in its state list: if    

(m=1,2,…,N, m≠n),       , then    fetches    from    (if there are multiple values 

of m, the non-overloaded cloudlet nearest to    is chosen). If    (m=1,2,…,N, m≠n), 

      ,    will forward the request to DCs, store the responded item and then send it to 

the requesting users.      is then set to V.  

Let us use an example to illustrate the content state transition due to content requests. In 

Fig. 5, the state transition takes place when content requests occur, where    has received the 

request of      (r=2, 6, 12) from mobile users. 

V S V V S V V S V S V S S V V

V V V V S V S V S V V S V V

r=1 r=15

request request request

...

...V  

Fig. 5. State transition in state list when content is requested 

3.2 Editorial Updates 

CPs periodically update the content items in DCs. After updating a specific item (e.g., a 

webpage) in DCs, the corresponding pre-allocated content item in cloudlets becomes invalid, 

and thus the states of the corresponding entries of the updated content in state list should be set 

to S. When a new request for the updated content arrives, the cloudlet will read corresponding 

content item from DCs, send it to the requesting user, and update the content in its cache. The 

example in Fig. 6 shows the state transition when editorial updates occur, where CPs has 

updated      (r=4, 11) in DCs. 

V V V V S V V S V S V V S V V

V V V S S V V S V S S V S V V

r=1 r=15

update update

...

...
 

Fig. 6. State transition in state list when content is updated 

3.3 New Arrivals 

Besides updates, CPs may regularly inject new content items into DCs. When a new 

content item arrives, it does not exist in the cache of cloudlets in cooperative caching domain. 

Once being informed about new arrivals by DCs, the cloudlets will insert S into the 

corresponding entries in respective state list according to the popularity ranking in each CSA. 

When a newly arrived content item is requested by a user, the local cloudlet will fetch the 

content item from DCs and send it to the requesting user. The example in Fig. 7 shows the 

change of content state when new arrivals occur, where the CP has injected new content      

(r=3, 9) in DCs. 
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Fig. 7. State transition in state list when new content arrives 

As shown in Fig. 7, new arrival means new item being inserted into the state list. This will 

cause “right shift” of content state: the state of the new content is inserted into the 

corresponding entries in state list based on the popularity ranking, while old entries are 

“exported” from higher ranking and “imported” to lower ranking. It means the popularity of a 

content item in a CSA will decrease over time, resulting in a decrease of request rate. Fig. 8 

shows popularity raking vs. time in an example of the Zipf-Mandelbrot distribution with 

      and     . The details of the raking calculation will be given in the next section. 

Note that the last ranked content item will be purged if the cache is full and a new item is 

inserted. 

 
(a). Popularity rank vs. time                                       (b). Request rate vs. time 

Fig. 8. Popularity characteristics decay 

4. State Based Content Distribution (SCD) 

In our proposed SCD framework, during off-peak hours, DCs pre-allocate data content in 

each cloudlet according to a content distribution matrix which will be determined by an 

optimal content distribution model. The purpose of pre-allocation is to minimize the average 

total content delivery latency for users to obtain required content in the network. The content 

distribution during off-peak hours is cheap or even “for free” as the data transmissions use 

“idle gap”, say night time. 

Content distribution strategies to a great extent determine the content delivery latency. On 

the one hand, if at most only one copy for a content item is stored, the cached content item in 

all storage has the highest diversity so that the content can be fetched within a cooperative 

caching domain (between cloudlets) as much as possible. Thus the latency incurred by the 

content transmission from other cooperating cloudlets to users could be dominant due to 

increasing inter-cloudlet traffic. On the other hand, if multiple copies of popular content items 

are cached in more than one cloudlet in a cooperative caching domain, more requests can be 
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locally met without using inter-cloudlet exchange. It is somehow contradictory to the 

requirement of content diversity, and thus the delivery latency from DCs to users could be 

dominant due to increasing outbound traffic. To optimize Quality of Experience (QoE) of all 

users, it is important to develop effective caching policy to minimize the total content delivery 

latency. In the following we formulate a state based content distribution model. 

4.1 Optimal Content Distribution Model 

First, we define a content distribution matrix         
   

, where element        

means that    is distributed to   , while        otherwise. Let        ，       ，        

(abbreviated as   ,   ,   , respectively) denote the probabilities that    with rank r in    (i.e., 

       , without loss of generality) is subject to request, update and arrival, respectively. 

Then we have 

                                                                  (1) 

where         denotes the probability distribution of content requests. Note that         is the 

probability that    is requested in a single request. Then           is the probability that    

is not requested.              is the probability that    is not requested in R attempts and 

               is the probability that    is requested at least once in R attempts. Similarly, 

                                                                  (2) 

                                                                                 (3) 

where         and         denote the probability distribution with respect to updates and 

arrivals respectively. 

Let us first consider the case r=1 and let     
  and     

  denote the probabilities that        

and        respectively. On the basis of the state transition depicted in Fig. 4, we have  

    
                                                                   (4) 

    
                                                                (5) 

where      . 

Next let us consider the case r>1. Recall that new arrivals cause “right shift” in the state list: 

new entries are inserted and old entries are “exported” from higher ranking and “imported” to 

lower ranking. Furthermore, let us suppose a mapping:        . Let     
   and     

   denote 

the probabilities that the exported entry from      is V and S respectively, and then 

    
                                                                  (6) 

    
                                                                  (7) 

Assume that after “right shift”, the entry imported to      corresponds to the entry exported 

from     . It is obvious that k<r and the difference between r and k depends on the number of 

arrivals in the range from 1 to r-1. We can compute mean difference as               
   . In 

more detail, k must be a positive integer and we may write                . Let     
   

and     
   denote the probabilities that the imported entry to      is V and S respectively, and 

then  

    
                  

                                                     (8) 

    
                  

                                                      (9) 

As discussed in 3.3, the state of the inserted entries for new arrivals is S, while the state of 

other entries stays the same with which they are exported from. Thus we have 
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                                                            (10) 

    
        

                                                          (11) 

Combining (6) (8) (10) and (7) (9)(11) yields 

      
                                                                (12) 

    
                                                             (13) 

For r=1, it is obvious that the mean number of new arrivals before      is zero (i.e.    ), 

and hence k=1 and j=i. Manipulating (4) (5) and (12) (13), we can obtain unified expressions 

for r=1,2,…,   as follows, 

    
                                                              (14) 

    
                                                            (15) 

Consider the following three cases: 1) If    has already been cached in   , the latency for a 

user to obtain    from    directly is   ; 2) If    is not in    but has been distributed to at least 

one other cloudlet in the cooperative caching domain, the latency for a user to obtain    from 

that cloudlet is   ; 3) If    is not cached in any cloudlet in the cooperative caching domain, the 

latency for a user to obtain    from DCs is   . We have 

 

                        
                

                

                                                    (16) 

where        is the latency for a user to obtain content from a local cloudlet.        is the 

latency for a local cloudlet to obtain content from DCs. Generally        and        can be 

regarded as constant.        is the latency of a content item transferred between two cloudlets 

in the cooperative caching domain, generally proportional to the distance between the two 

cloudlets, in terms of hop count. Let      denotes the distance between    and   , then we 

have 

                                                                   (17) 

where   is a constant. 

A content item can be cached in a number of different cloudlets. The latency to obtain a 

specific content item from different cloudlets varies since the distances between users and 

these cloudlets are different. If    requested by users in   ’s CSA has not been cached in   , 

but has been distributed to multiple other cloudlets in the cooperative caching domain,    will 

choose    in the cloudlet which is the closest to   . Thus we can re-write (17) as 

                                                           (18) 

Let      denote the average latency for a user to get    when he sends request to   , which 

can be expressed as 

         
         

         
 

 

   
   

          
    

 

   

                          

Let                respectively denote the cache space of               , and 

               denotes the sizes of   content items in the system. The space occupied by 

content items in    must not exceed the total cache space of   , thus we have 
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Similarly, the transmission capacity of cloudlets is also limited. Thus a limited number of 

users can be served simultaneously. Let                denote the transmission 

bandwidth of               , and                denote the downlink rates to 

transmit content. When    provides content service to local users, the following constraint 

should be met 

                   

 

   

                                                        

Based on the discussions above, we can formulate a state based content distribution model, 

with objective of minimizing the average total content delivery latency for all users in a 

cooperative caching domain to obtain content service in DCSN as follows. 

                                 

 

   

 

   

 

                     
         

         
 

 

   
   

          
    

 

   

  

                                    

           

 

   

                                                     

                   

 

   

                                    

                                                                                      

This optimization is nonlinear integer 0-1 programing problem and is NP-hard. To prove 

this, let us examine a special case. Let there be K copies of    allocated in the cooperative 

domain. We are to minimize the average total content delivery latency in (P) so that the K 

cloudlets in which    is cached are required to be as close as possible to the rest     

cloudlets, since otherwise the inter-cloudlet average latency can be further reduced. Hence a 

part of the problem can be converted to a K-Center problem [21]: find K points in a given 

undirected complete weighted graph        , where          is the distance between a 

pair of fixed points                   and           , to minimize the maximum value 

of the minimum distance between the K points and other     points. K-Center problem is 

known to be NP-hard and the algorithm complexity is            [21]. Thus the 

optimization problem (P) is also NP-hard. In this paper, we employ software tools, such as 

Lingo [22], to numerically solve the problem. 

4.2 Algorithm for Content Distribution 

To present the idea of SCD more clearly, we describe the algorithm of the optimal content 

distribution in Table 1. In a cooperative caching domain, each cloudlet shares and maintains a 
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global state list         
   

. These cloudlets periodically collect information about updates 

and arrivals from DCs and change content state in state list corresponding to the information. 

Then the optimal solution of the 0-1 variables in content distribution matrix         
   

 

can be determined by solving the problem (P) based on current content state. During off peak 

hours, content items can be delivered from DCs to cloudlets on the basis of the optimal 

solution: If       ,    is distributed to be cached in   , while        otherwise. The 

cloudlets provide content service for requesting users whenever receiving a request for data 

content, and the state of a certain content item will change over time as a result of content 

request. The algorithm will be repeated by starting a new content distribution period. The final 

state in the prior period will then be the initial sate on the following period. 

Table 1. Algorithm for content distribution in cloudlets 

SCD for    (n=1,2,…N) on day t. 

1) Get initial state list         
   

 from day t-1. 

2) Collect information about updates and arrivals from DCs. 

2) Calculate the optimal distribution matrix         
   

 by solving (P). 

3) Pre-allocate content during off peak hours: 
For i=1 to   

For n=1 to N { 
If (        &&        ) 

Cache    in   , set       ; 

Else if (        &&        ) 

Delete    in   ’s cache, set       ; 

} 
4) Provide content service for requesting users. 
5) Go to (1) to restart a new period. The final state on day t will then be the initial 

sate on day t+1. 

In a practical communication system, cloud service providers deploy a plurality of 

cloudlets, which are deployed and co-located with base stations in mobile cellular networks. 

To implement the proposed cooperative caching strategy, cloudlets have to exchange 

information with each other (i.e. information about cached content, shared data content) and 

with data centers (i.e. type of content, new arrivals, updates, fetched content etc.) by exploiting 

the communications between the traditional base stations, e.g., using the X2 interface in LTE 

technique to transmit data between NodeBs [25]. With the information exchanged, the 

proposed content distribution optimization problem can be solved in cloudlets. Then the 

content distribution matrix can be determined and according to the optimal solution, the 

cloudlets fetch the corresponding content items from data centers and cache them in local 

caches. 

We would like to mention that our proposed model is not limited to a specific content 

popularity distribution, network topology, content update and caching strategy. Specifically, 

no matter which caching strategy is adopted and what distribution the content requests, 

updates or arrivals are subject to, the optimal content distribution solution can be determined 

by deriving the probabilities of content status (    
  and     

  or likewise) on the basis of 

corresponding strategy and solving the optimization model. 
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5. Performance Evaluation 

In this section, we examine the performance of our proposed SCD. Computer simulation 

experiments are conducted to compare the performance of SCD with a number of known 

content caching schemes, including Least Recently Used (LRU) [13], Least Frequently Used 

(LFU) [14], and Randomized Replacement (RR) [16]. LRU is a cached content replacement 

strategy which exploits the temporal locality seen in the past request streams to predict future 

accesses to content, and removes the least recent used content. LFU is also a cached content 

update strategy which uses popularity for future decisions and removes the least frequent used 

content. RR uses randomized decisions to find a content item for replacement, aiming to 

reduce the complexity of the replacement process without compromising the quality too much. 

These three caching strategies are known and widely used as comparison references [7][23]. 

We describe the optimization model derived in Section 3.2 in Lingo [22] to numerically 

solve the problem described in Section 4. Lingo is software which has been developed to solve 

linear and nonlinear optimization problems, and is embedded with a kind of optimization 

modeling language exploited to express large-scale problems. The highly efficient solver of 

Lingo provides high-speed problem solution and analysis of results. The optimal content 

distribution solution is determined by solving the problem in Lingo. Then we carry out 

computer-based simulation of the content caching and distribution process in Microsoft Visual 

C++ by using the solution of Lingo and the performance in terms of cache hit rate, content 

delivery latency and traffic volume is evaluated. 

5.1 Performance Metrics 

We adopt three metrics, namely cache hit rate (HR), average total content delivery latency 

(ATL) and data traffic volume (DTV) (including local traffic, inter-cloudlet traffic and 

outbound traffic), which are defined below. Furthermore, we define a factor called cache 

redundancy (CR), to characterize the caching capability of a cooperative caching domain. 

A. Cache Hit Rate (HR) 

A cache stores distributed content and handles content requests by either of the following 

two cases: 1) If the requested content is stored, sending it to the requesting user. This is 

referred to as a cache hit. 2) If the content is not stored, forwarding the request to a different 

provider, i.e., other cloudlets or DCs. This is referred as a cache miss. Then the cache HR may 

be defined as the fraction of requests that results in hits:  

   
   

 
   

 

 
  

where R is the number of requests a cloudlet receives per time unit (say a day), and M is the 

number of cache misses. We can readily obtain the number of cache misses M as the expected 

number of request driven transitions from S to V, 

       
  

 

   

         

B. Average Total Content Delivery Latency (ATL) 

The ATL for users in a cooperative caching domain to obtain content service in DCSN is 

also an important metric for user QoE. ATL is defined as 
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Note that ATL is also our optimization objective in (P). Lower ATL means the mobile users 

can receive better content service.  

C. Data Traffic Volume (DTV) 

Let   ,    and    denote the local traffic volume, inter-cloudlet traffic volume and 

outbound traffic volume, respectively. We calculate them by adding up the total amount of 

content transferred from local cloudlets, other cloudlets and DCs, respectively, to users. A 

content item is delivered to users from a local cloudlet directly if it is locally cached. So    can 

be expressed as 

                

 

   

 

   

      

where    denotes the size of   . Similarly,    and    can be respectively obtained. 

D. Cache Redundancy (CR)  

We can write the total cache space of all cloudlets in a cooperative caching domain 

           

 

   

 

and the total size of the   content items in the system is expressed as 

          

 

   

  

To characterize the relevant caching capability of a cooperative caching domain, we define the 

ratio of        and        as a factor called cache redundancy: 

  
      

      
  

  is a metric value characterizing the redundancy of content in a cooperative caching domain. 

The greater   represents a larger degree of content redundancy in the domain, which means 

more replicas can be cached in multiple cloudlets and thus the average content delivery latency 

will be lower. In addition, the cache space of the cloud system will be relatively richer if   is 

greater, so more flexible caching strategy can be adopted. There are following two cases: 

1)    , which means              . Some content may not be cached in cloudlets. 

2)    , which means              . All content can be cached and some may be 

duplicated in multiple cloudlets to minimize the content delivery latency. 

Different kinds of applications will significantly affect the performance of the proposed 

scheme. Let us consider the following two scenarios. (1). Web objects are dominating in 

mobile Internet applications. The objects cached in cloudlets are a large amount of data 

content with small sizes, which may face frequent editorial updates in data centers. Thus 

frequent information exchange between data centers and cloudlets is needed to update the 

cached object in time. The cost of frequent communications between data centers and 

cloudlets should be taken into account, which may affect the overall performance of the 

proposed scheme to a certain extent. (2). Video streams are dominating in mobile Internet 
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applications, which are typically large sized and rarely updated. Then we should consider 

more about the impact of latency on overall performance to transmit large-size files in 

inter-cloudlet traffic if cooperative caching strategy is adopted in DCSN. Furthermore, the 

deployment of cloudlets can also affect the performance of the proposed scheme. On the one 

hand, if a large number of cloudlets are deployed in a cooperative caching domain, the 

cooperation among these cloudlets can play an important role, and the performance can be 

improved by mutual sharing data content among cloudlets. On the other hand, if only a small 

number of cloudlets are deployed in a cooperative caching domain, the cooperative caching 

strategy do not benefit so much that we may consider using existing caching strategies which 

are applied to single cache with lower overheads, such as LFU, LRU or RR.  

5.2 Numerical Results and Discussions 

In the simulation experiments, we consider a scenario where video content distribution 

service is dominant in mobile Internet applications. The authors of [20] observe that circular 

curves of file popularity can be captured by Zipf–Mandelbrot law, reflecting a set of 

characteristics critical for streaming media services. Let us assume there are totally   
       video tracks with relative popularities following the Zipf-Mandelbrot distribution with 

       and      similar to that in [20]. The video frame size distribution is subject to an 

exponential distribution with mean of 200 according to the analysis of video frame size 

distribution, similar to that in [24]. Moreover, on average       video tracks are updated 

per day and the popularity of an updated video can be modelled as a sample from a modified 

Zipf distribution with        . Finally we assume that 160 new video tracks are added per 

day and the initial popularity of a new track can be modelled as a sample from the same 

Zipf-Mandelbrot distribution. As for the domain model, we consider      cloudlets in a 

domain with       requests on average per cloudlet. The cloudlets in a domain are 

supposed to have unified cache size. The delivery latency and bandwidth in access network 

and core network are determined according to 3GPP LTE standard [25], which are reasonable 

for the next generation optical-wireless converged networks. 

Fig. 9 depicts the cache HR as a function of cache redundancy  .   ranges from 0 to 30, 

where     represents no caching is applied. We can observe that cache HR of all schemes 

increases with  . As expected, the cache HR of SCD performs the best. For example, cache 

HR of SCD is higher than LFU, LRU and RR by around 15%, 27%, and 76%, respectively, 

when   is 15. The difference is small when   is small (close to 0) and large (close to 30) and 

maximum when   is median, say around 12. This is because that when   is close to 0, a 

cloudlet has little cache space and only small amount of data is cached. In this case, only very 

little data can be cached and the mentioned caching strategies play little role. With a high 

probability a local cloudlet has to fetch a content item from DCs when receiving a user request 

no matter which strategy is adopted. As a result, both SCD and LFU/LRU schemes achieve 

poor performance in terms of hit rates, outbound traffic volume and content delivery latency. 

On the other hand, when   is very high, the cache space of a cloudlet is large enough to cache 

all the content in DCs. In this case, most user requests can be locally met by using any caching 

strategies, and thus both SCD and LFU/LRU schemes can achieve good performance. 
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Fig. 9. HR vs.   for SCD, LRU, LFU and RR respectively 

Fig. 10 depicts the ATL, which is the optimization objective of problem (P), as a function 

of cache redundancy   for four caching strategies. We can observe that the ATL of all 

schemes decreases with  . Lager cache space results in a lower ATL, because more content 

can be locally cached thus less time is needed to fetch a specific content item from local 

cloudlets than from DCs. The result is as expected that SCD has the lowest ATL. For example, 

the ATL of SCD is lower than LFU, LRU and RR by around 14%, 26%, and 72%, respectively, 

when   is 15. The difference of ATL behaves similarly to that of cache HR, as mentioned 

before. 

 

Fig. 10. ALT vs.   for SCD, LRU, LFU and RR respectively 

Figs. 11 depicts the DTV, including local traffic volume   , inter-cloudlet traffic volume 

   and outbound traffic volume    as a function of cache redundancy  . We can observe that 

   of all schemes increases with   while the tendency of    is on the contrary.    is small 

when   is small (close to 0) and large (close to 30) and maximum when   is median. In one 

extreme case, all users have to fetch content from DCs if there is no local cache (   ), where 

there is only outbound traffic. In another extreme case where there is fully sufficient cache 

space (    ), all content can be fetched from local cloudlets, which results in only local 

traffic. 

0 5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1



C
a

c
h

e
 H

it
 R

a
te

 (
H

R
)

 

 

SCD

LFU

LRU

RR

0 5 10 15 20 25 30
0

2000

4000

6000

8000

10000

12000

14000

16000



A
v
e
ra

g
e
 T

o
ta

l 
C

o
n
te

n
t 

D
e
liv

e
ry

 L
a
te

n
c
y
 (

A
T

L
)

 

 

SCD

LFU

LRU

RR



4286                                  Jiang et al.: Content Distribution for 5G Systems Based on Distributed Cloud Service Network Architecture 

 
(a).    vs.                                                           (b).    vs.   

 
(c).    vs.   

Fig. 11. DTV vs.   for SCD, LRU, LFU and RR respectively 

Simulation results show that cache performance can be significantly improved by using 

our proposed SCD. Specifically, SCD can effectively improve cache HR, reduce outbound 

traffic volume and content delivery latency in comparison with LRU, LFU and RR. The 

benefits of SCD mainly come from the cooperation among multiple cloudlets in a cooperative 

caching domain and using our optimization model. Moreover, we take into account the 

updates and arrivals, which meets the dynamic needs of users in our optimization model. The 

cloudlets co-located with base stations which are deployed far away might cause relative high 

latency in practical communication system. However, the performance of content delivery 

latency can be significantly improved by local cooperative caching especially when   is 

median. On the other hand, when   is very low/high, most user requests can be 

locally/remotely met by local cloudlets/DCs, and thus there will be little inter-cloudlet traffic. 

In other words, the overall improvement on data delivery performance brought by local and 

cooperative caching is significantly greater than the extra delay which could be incurred in the 

data transfer between cloudlets. 

However, we should note that SCD may not be suitable for the case where the cache 

performance is not that obviously improved when   is very low/high, due to its higher 

complexity compared with LFU/LRU. As illustrated in the last paragraph of Section 4.1, a part 

of the problem can be converted to a K-Center problem, which is known to be NP-hard and the 

algorithm complexity is            [21]. As for LFU/LRU, which uses recency/frequency 

respectively as a main factor, there are K least recently/frequently used objects should be 
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removed from the N cloudlets if K copies of    are distributed in the cooperative domain. The 

problem can be converted as finding the smallest K numbers among the last recency/frequency 

ranked numbers in N cloudlets. The algorithm complexity is           using a quick 

sorting algorithm. It is evident that the proposed scheme has a higher complexity than 

LFU/LRU, thus we should make a trade-off when adopting SCD in different cases, especially 

for the cases where the performance improvement is less obvious when   is very low/high. 

6. Conclusion 

In this paper, we have constructed a cooperative caching architecture where several local 

caches of distributed cloudlets in DCSN work cooperatively. We have proposed a State based 

Content Distribution strategy (SCD) in DCSN for future mobile communication networks. 

Considering the layered feature of DCSN, multimedia services can be pre-allocated in local 

cloudlets which are distributed and equipped with powerful storage, to avoid repeated, 

redundant content transmissions in the network. Content requests, editorial updates and new 

arrivals are considered to determine the transition of content state. To minimize the content 

delivery latency for mobile users, we formulate a state based content distribution optimization 

model. Optimal content distribution can be determined by solving the model. We have carried 

out computer simulations to verify the effectiveness of our proposed cooperative caching 

architecture. The numerical results indicate that the performance of content distribution 

benefits from our proposed cooperative content caching and distribution strategy in mobile 

networks. Our proposed SCD outperforms LRU, LFU and RR, in terms of cache hit rate, 

content delivery latency and traffic volume. The performance improvement via content 

caching and distribution would enhance the energy efficiency of the next generation networks 

and address the increasing demand for mobile multimedia and data services in emerging 5G 

systems. 
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