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Abstract 
 

In this paper, we investigate the multi-resource allocation problem, a unique feature of which 

is that the multiple resources can compensate each other while achieving the desired system 

performance. In particular, power and time allocations are jointly optimized with the target of 

energy efficiency under the resource-limited constraints. Different from previous studies on 

the power-time tradeoff, we consider a multi-server case where the concurrent serving users 

are quantitatively restricted. Therefore user selection is investigated accompanying the 

resource allocation, making the power-time tradeoff occur not only between the users in the 

same server but also in different servers. The complex multivariate optimization problem can 

be modeled as a variant of 2-Dimension Bin Packing Problem (V2D-BPP), which is a joint 

non-linear and integer programming problem. Though we use state decomposition model to 

transform it into a convex optimization problem, the variables are still coupled. Therefore, we 

propose an Iterative Dual Optimization (IDO) algorithm to obtain its optimal solution. 

Simulations show that the joint multi-resource allocation algorithm outperforms two existing 

non-joint algorithms from the perspective of energy efficiency. 
 

 

Keywords: Energy efficiency, compensable resource, allocation, user selection, cognitive 

radio 



922                   On-demand Allocation of Multiple Mutual-compensating Resources in Wireless Downlinks: a Multi-server Case 

1. Introduction 

The explosive growth of wireless communication applications has imposed an 

unprecedented burden on the already scarce radio resources such as spectrum and energy in all 

networks. So efficiently scheduling the limited resources in future broadband wireless 

networks is an urgency. Among the resource scheduling methods, two categories could be 

given, i.e. single resource scheduling and joint multi-resource scheduling. For the joint 

multi-resource scheduling, their mutual relationship is the potential law behindscheduling. 

Generally, there are two types of relationships among multi-resources, i.e. the dependence 

type [1, 2] and the compensation type [3, 4]. The former means that the more resource A is 

needed the more resource B is consumed, while the later is opposite, meaning that the less 

resource A is needed the more resource B is consumed. Fig. 1 gives a simple illustration. For 

example, the bandwidth and the processing resource [1] together with the memory and the 

CPU [2] belong to mutual dependent resources, while the carrier and the power are the mutual 

compensating resources [3] as well as the  power and the time [4]. When all the resources are 

limited, the optimization for resources with compensation relationship is difficult to perform 

comparing with that for resources with dependence relationship. 

 

Mutual-dependent Resources Mutual-compensating Resources 

resources A

resources B

resources C

resources D

user 1

user 2
 

Fig. 1. The category of the multi-resource allocations. Resource A and resource B are mutual dependent, 

so if one user who used one unit of resource A and one unit of resource B previously, wishes to use three 

units of resource A, he must request three units of resource B together. Resource C and resource D are 

mutual compensating, so the user could gain the same system performance in spite of he uses one unit of 

resource C and three units of resource D or three units of resource C and one unit of resource D. 

 

The mutual-compensating resource allocation problem has been investigated in recent 

years. In OFDM system, the joint subcarrier and power allocation is researched in lots of 

studies such as [3][5][6]. The work [3] concludes that it is better to equally allocate resources 

under utility maximizing target and to selectively allocate resources under fairness target. 

However, it doesn’t take into account the mutual constraint between power and carrier number. 

In [5], Chao Xu et al. consider both the spectrum competition among multiusers and the 

power-subcarrier mutual constraint relationship for each user. The relationship is that the 

power allocation couldn’t be more than its threshold set by the subcarrier allocation so as to 

guarantee the primary user’s interference. In [6], three resources, i.e. subcarrier, time and 

power, are jointly allocated, but due to their complex 3-dimension compensation, the authors 

have to adopt the artificial intelligence method to solve the problem. In LTE system, the 

bandwidth resource and power resource are allocated in a joint centralized and distributed 
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approach in [7]. Once the bandwidth allocation is changed in the upper layer, the uplink power 

allocation is changed consequently in lower layer due to the resource compensation. By virtue 

of the continuous rate adaption, the power resource and the time resource are usually jointly 

allocated in order to gain better system performance, such as the work [4] where the 

energy-delay tradeoff is explored. In wireless relay system, the power and time resource 

allocations for source node and relay node are compensating while satisfying the information 

consistent principle in [8]. To summarize, different circumstances may implicate different 

mechanisms to handle mutual-compensating resources and hence, there is no unified method 

to borrow from. 

Power and time resources are our focus here. The emphasis is to efficiently utilize the 

compensation relationship between the two resources. Sometimes, it is also exhibited as a 

tradeoff problem, i.e., given a fixed transmission load, consuming less transmitting time 

would lead to a shorter transmission delay (by virtue of the adaptive coding and modulation 

scheme in physical layer), but need to expend more power instead; and vice versa. Lots of 

researches have focused on this topic. Authors in [9] firstly propose the lazy packet scheduling 

scheme which directly minimize the energy consumption through maximizing the 

transmission time. Then the work [10] adopts this principle in burst-source case to guarantee 

the delay performance and minimize the energy. In [11], Eytan Modiano’s academic team 

maximizes the data throughput in an energy-and-time constrained system over a fading 

channel, while Munish Goyal in [12] achieves the delay optimal policies in the same 

circumstance. Similar work can be found in [13], where its bit-allocation policies take the 

opportunistic (channel-aware) term into consideration. Another work [14] optimizes the 

power and time allocation iteratively in the energy harvesting downlinks while the work [15] 

transforms the delay constraint into capacity constraint by effective capacity theory so as to 

manage the mutual-compensating relationship. All the above researchers consider a 

single-server scheduling problem, lacking of the consideration of multi-server cases. Neely et 

al. in [16] research the parallel queuing problem, and allocate the power resource as well as 

manage the delay performance according to the queuing length. And Xun Zhou et al. 

investigate the parallel power allocation problem in [17], maximizing the weighted sum-rate 

over all users. Though the two works are multi-server cases, the amount of servers therein is 

equal to that of users, which in fact ignores the contention on the time horizon. YingJun in [18] 

proposes a multi-server PGPS method from an ideal perspective, but it doesn’t consider the 

service ability interaction incurred by the power sharing in our problem. Another work in [19] 

considers the power allocation and the user selection among multiple servers, but it assumes 

the time allocation is given and fixed. Actually, in wireless communication, user number is 

more than the available server number most of time, which results in that the power-time 

tradeoff occurs not only between the users in the same server but also between the users in 

different servers.  

In this work, we will discuss the power and time scheduling problem combined with the 

user selection to increase the energy efficiency. The user selection is used to choose the 

recipients for the multi-resource allocation, different from the intention in MIMO [20] or relay 

[21] domains where it aims to choose the best transmission pairs to gain the spatial diversity or 

spatial multiplexing. The selection is performed multiple times in a whole scheduling period in 

order to serve all the users completely. The emergence of user selection is actually posing 

extra complexity to the traditional power-time tradeoff problem. As a result, the optimal 

problem comprises integer programming and nonlinear programming, which has been verified 

to be NP-hard. A state decomposition model is proposed to facilitate the mathematical 

optimization, and simplify the inherent complexity of the joint design problem. We verify it a 



924                   On-demand Allocation of Multiple Mutual-compensating Resources in Wireless Downlinks: a Multi-server Case 

convex optimization problem, but the solution is hard to obtain explicitly since its parameters 

are coupled. Therefore, we propose an Iterative Dual Optimization (IDO) algorithm to gain the 

solution. The effectiveness of the algorithm is verified by the simulations. 

The rest of this paper is organized as follows: section 2 introduces the system model, and 

the energy saving problem is formulated in section 3. In section 4, we analyze and deduce the 

exact solutions for two special cases. Section 5 proposes the IDO algorithm to solve the 

coupled convex optimization problem. From the perspective of the energy consumption, we 

compare the performance of the proposed algorithm with two existing non-joint algorithms in 

section 6. Finally, section 7 concludes our work. 

2. Multi-server Downlink System 

The multi-resource scheduling in this work targets at a radio system where the resource A and 

resource B are compensatory. This kind of systems is almost resource-limited [22]. In our 

consideration, we take the beam hopping system [23] in satellite communication as our 

background, shown in Fig.1. In this system, one beam (usually the spot-beam) is envisioned as 

a server. Restricted by the satellite payload, beam number is less than the footprints (in this 

work, we call it ‘cell’). The so-called user in this work represents the cell in this system. 

Satellite power is limited and the scheduling period is also limited to a given time duration. In 

this scheduling period, all the cells should be served or scanned at least one time to provide 

downlink service. Although several precedents [24-26] have made efforts on the cell selection 

and the time allocation in this framework, none of them studies the joint design.  
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Fig. 2. The considered satellite downlink with multiple beams. 

 

Considering the multi-beam satellite downlinks shown in Fig. 2, the satellite is equipped 

with N  beams through the beam forming technology, whose target direction is controlled by 

the network control central (NCC). The delay of direction changing could be ignored when the 

advanced antenna technology is taken into account [27]. The coverage area is divided into K  

cells ( N K ) with same illumination shape on earth. One beam serves (transmits signals to) 

only one cell at a given time instant, and one cell is not allowed to be served by two or more 
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beams (beam diversity is out the scope of this work). Due to the spatial separation, all the 

beams use the same frequency and their inter-beam interference is ignored. All beams share 

the fixed power 
totP . Let 

kP  denote the downlink transmitting power for cell n , and G  denote 

the directional antenna gain, we obtain the effective isotropic radiated power 
 k kI P G  . 

Adaptive coding and modulation (ACM) technology is adopted, and in this design of 

allocation algorithm, we use the ideal capacity limitation to represent the achievable data rate 

(in bps) as follows.  

 

2

0

log 1

log 1

k k

k

k k

I h
R

B N

P g

 
  
 
 

  

                                                   (1) 

where 
2

0/ ( )k kg G h B N    is the effective channel-to-noise ratio (CNR) [28] which could 

be measured by the feedback information or the estimation of the uplink CNR. And 
kh

 
is the 

channel gain from the satellite to the cell k  (in this work, the distance from the satellite to each 

cell on earth is far enough, so the channel gains from different beams to one given cell are 

equal), 
0N  is the noise power density and B  is the allocated bandwidth.  

Each cell may have different traffic flows, e.g. the voice call, the web browsing, etc., 

therefore they need different channel capacities at different time to fulfill their quality of 

service (QoS) performances. By the uplink report, we could obtain the average capacity 

requirement 
kC  (in bit) of each cell in one allocation

1
 period T . Hereafter, it is called capacity 

requirement for simplicity. And all the capacity requirements of the cells we considered are 

controlled in the systematic stability [16] in the access control stage which is out of our scope 

here.  

Some important symbols defined in this work are listed in Table 1. 

 
Table 1. Some important symbols. 

Symbol Description Symbol Description 

kP  transmitting power for cell k  ,s kp  transmitting power for cell k  in state s  

k  serving time for cell k  ,m k
 serving time for cell k  in division m  

kg  channel-to-noise ratio of cell k  ,s k  Indication for serving cell k  in state s  

kC  capacity requirement of cell k  s  time ratio that the system is in state s  

 

3. Multi-resource Allocation and Cell Selection 

3.1 Mutual-compensating Resources and Problem Formation  

As is well known, the power and time resources are mutually compensating in achieving a 

given capacity. For example, when the kg  is very low, a low order modulation (e.g. the BPSK) 

could be used while prolonging the transmission time so as to maintain the total capacity, and 

when the kg  is high enough to use high order modulation (e.g. 16QAM), short time could be 

comsumed.  

In this work, our target is to efficiently allocate the power-time resource so as to satisfy all 

                                                           
1 Hereafter, the scheduling period is also called the allocation period. 
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cells’ capacity requirements with minimal energy consumption in one allocation period. After 

obtaining the power-time allocation rule, the muiltiple beams could hop correspondingly. The 

constraint optimization problem is unique considering the following facts. 

(a) The power and time resources are mutual compensating in achieving a certain capacity, 

because the ACM scheme is adopted in the physical layer. 

(b) The capacity requirement of each cell could be satisfied by means of cumulation via 

more than one times, because each cell could be illuminated multiple times in one allocation 

period as long as allowed. 

(c) The maximal served cells in every time instant are limited by the beam (sever) number.  

In order to understand the issue better, we take the Bin Packing framework to formulate it. 

And without loss of generality, we consider that the allocation period is one unit time, i.e. 

1T  . 

The total energy is formulated as a box with the maximal usable power 
totP  as its fixed 

length and the unit time as its fixed width. Each cell is formulated as the goods to pack. 

Different from the traditional goods, the goods here have fixed weight representing its 

required capacity 
kC  and adjustable length and width representing its allocated power 

kp  and 

serving time 
k . Note that the goods could be dividable, restrained by 

, ,

1

log(1 )
kM

m k m k k k

m

p g C


  .                                                       (4) 

where 
kM is the maximum number of division items for goods k . The question is that how to 

minimize the total occupied space while the goods are all packed in box. Another special 

constraint is that there could be no more than N  items at length horizon of the box, limited by 

the server number. For example, in left part of Fig. 3, at most 2 items are in parallel. Till now, 

we know this is a variant of 2-Dimension Bin Packing Problem (V2D-BPP), which is a joint 

non-linear and integer programming problem. It is NP hard. 

3.2 Cell Selection and State Decomposition 

From the aforementioned variant of 2D-BPP, we find that the capacity requirement of each 

cell could be divided into multiple portions to satisfy, and each portion could be with different 

power-time assignment. So the problem is entirely different from the traditional 2D-BPP. In 

this work, we transform the formulation into a state decomposition model in Fig. 3. 

We list all the possible cell combinations observed at any given time, expressed by the 

following state set (one form of cell combination is defined as one state).  

,1 ,2 , , ,

1

( , ,..., ) {0,1}, , 1,2,...,
K

s s s K s k s k

k

N s S    


 
     

 
                     (5) 

where ,s k  indicates whether cell k  is selected when the state index is s  (‘1’ means yes, and 

‘0’ means no), and 
K

S
N

 
  
 

 is the amount of combinations that N  is chosen from K . One 

example is given in Fig. 3. In order to express the beam hopping scheme, we introduce the 

time ratio s denoting that the system is in the s -th state, and 
1

1
S

s

s




 . Therefore the total 

serving time for cell k is calculated as ,

1

S

k s s k

s

  


 . Then, using the state decomposition, the 

parameter system could be expressed as , , , ,s k sp s k  . 
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Fig. 3. The V2D-BPP and the state decomposition ( 2, 4N K  and 6S  ) 

 

3.3 On-demand Resource Allocation with Multiple Servers 

Since there are multiple servers, i.e. the multiple beams here, an intrinsic question is that how 

many of them should be used for the purpose of minimizing energy consumption. To answer 

this question, we first give the theorem (also be found in [9]) to find which approach is more 

efficient to save energy, i.e. to save power or serving time. 

Theorem 1: for a beam, under the condition that its capacity requirement is satisfied, the 

method of cutting down the power and increasing the serving time could save more energy. 

Let E  denote the volume of the saved energy by increasing a unit serving time when the 

serving time is  , then E  is decreasing in  . 

Proof: the proof is given in Appendix A. 

From Theorem 1, we can learn the time consumption is more effective than the power 

consumption for the energy saving. Since the equivalent serving time is proportional to the 

server number, so it is wise to use all the N  beams simultaneously. 

Based on the state decomposition and the utilization of all the beams, we formulate the 

energy saving problem in ( 1P ). 
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                               (6) 

where s  is the set of cells with , 1s k   when the system is in s -th state, and k  is the set of 

states when the cell k  is chosen to serve. The target is to minimize the consumed energy. The 

first constraint is to satisfy the capacity requirements for all cells, the second is the total power 

constraint and the third is the total time constraint. Till now, we can get that the variables to 
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optimize are reduced to two continuous types, i.e. 
,s kp  and 

s , and the problem is transformed 

to pure non-linear programming problem. 

4. The Optimal Resource Allocation for the Cases of 1N   and N K  

In this section, we discuss two special cases when the beam number is 1 and K  respectively, 

i.e. 1N   and N K .  

When 1N  , only one beam exists, and it has to poll all the cells sequentially. According to 

Theorem 1, with the objective of energy saving, cutting down the power is more efficient than 

diminishing the serving time for one beam, so we simplify the ( 1P ) as 

 

,
1

1

( 2) min

. . log 1 ,

1

k k

K

k k
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k k k k

k tot

K

k

k

P p

s t p g C k
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                                         (7) 

where 
kp  is simplified by ,s kp  because the number of the system states is equal to the cell 

number. Substituting the first constraint in this problem into the objective function, we have 

that 

 
1

(2 1)

k

k

C
K

k

k k

f
g





  τ                                               (8) 

where
1( ,..., )K  . The convexity of this function is given in the following theorem. 

Theorem 2: the function  f   is convex. 

Proof: the proof is given in Appendix B. 

The feasible set of the problem is defined by 
 

1,
log 1

k

k

tot k

C
k

P g
  

 
, which is also 

convex. So the problem (P2) is a convex optimization problem, which is easily solved by the 

method such as steepest descent [29] in polynomial time. After computing the optimal serving 

time *

k , its associated power *

,s kp could be obtained with the first constraint in (P2).  

When N K , we just need to allocate the power with the optimal serving time * 1,k k   . 

And the optimal power allocation is also obvious, which is the least power satisfying the 

capacity requirement, i.e.
1

(2 1)kC

k

k

p
g

   . 

5. The Optimal Resource Allocation for the Case of 1 N K   

5.1 The Difficulty in the Convex Optimization 

The objective function in ( 1P ) is a sum of functions of , ,( , )s s k s s kf p p   , whose projection 

in a random path (say 2

1 , 2 1 2, ( , )s s kp        ) of its domain is convex. So the 

cumulative convex function is also convex. Moreover, the constraints in ( 1P ) are convex, 

making the problem a convex optimization problem. In the following, we will adopt the 

Lagrange Method to derive some optimality conditions. 
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Introduce the 0-1 constants 
,s k  into ( 1P ), and then sort the problem. The Lagrangian of 

the problem is given by  
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where 
1( ,..., ) 0K   ,

1( ,..., ) 0S   and  are the Lagrange multipliers for the 

constraints in ( 1P ). Applying the Karush-Kuhn-Tucker (KKT) condition, we obtain the 

following necessary and sufficient conditions for the optimal solutions *

,s kp  and *

s . 

*
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Differentiating the Lagrangian (9) with respect to 
,s kp  and 

s  respectively, we obtain 

1

, , ,
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                                   (12) 
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                      (13) 

Let 1

,

0
s k
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, and associating with the KKT condition in (10), we can obtain 
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e
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p g
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                                    (14) 

where ( ) max(0, )x x  . From the view of water filling [29], expression (14) clearly indicates 

that the water-filling levels of different cells at a certain system state are different depending 

on k , and the water-filling levels of the same cell at different system states are also different 

depending on 
s  and 

s . This indicates that the two types of parameters are coupled, which 

could not be easily solved by the general non-linear optimization algorithm. So in the next two 

subsections, we will propose an iterative dual optimization (IDO) algorithm. 

In addition, we notice that expression (13) does not contain the parameter s , which 

indicates that the partial derivative with respect to s  is constant. This will be used for the 

updating of 
s in the following subsections. 

5.2 Optimal Power Allocation for Given Time Ratios 

In this subsection, we present optimal power allocation for given time ratios, while the next 
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subsection is the calculation of optimal time ratios based on the obtained optimal power 

allocation herein. 

Define   as the set of all non-negative power matrixes p whose entry is 
,s kp , satisfying 

that if 
, 0s k  , then

, 0s kp  . The Lagrange dual function of ( 1P ) is given by 
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And the dual optimization problem is formulated as 
max ( , )

. . 0, 0s t



 

λ β

λ β
                                             (16) 

Note that the Lagrangian  2 ...J  is linear in 
k and 

s for a given 
,s kp , so the minimization 

of the Lagrangian is convex. To solve the dual problem, we first decompose the dual function 

into S independent optimization problems: 

   
1 1 1

, ,
S K S

s k k tot s
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    λ β λ β                                (17) 
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p
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Substituting the optimality condition (14) into (18), we can obtain the simplified 

expression: 

     * *
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λ β is the allocated power with the dual variables. The 

subgradients of the dual function are derived using a similar method as in [28]: 

 *
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log 1 ( , )
S
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*
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                                                 (21) 

Denote  ,k s     , and the dual variables are updated by 

   
( 1) ( ) ( ), ,
l l l

k s k s    


                                           (22) 

where the superscript is the step l , and ( )l  is the step size of step l . The iterative is 

guaranteed to converge to the optimal dual variable  * *,k s  . It is necessary to limit a proper 

initial choice of the dual variables, using the feasible set of the dual problem by the Lemma 1. 

After getting the optimal values of the dual variables, the optimal power allocation *

,s kp  

could be obtained by (14). Due to the dual theory, the strong duality for the primary problem 
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holds, which guarantees the optimality of the obtained power allocations. 

Lemma 1: the optimal dual variables  * *,λ β must satisfy 

*

*

ln 2 1
ln 2

0 max( )
s

k tot

k k

s s tot k
k

P
g g

P g



 


  
     

 
    


                                              (23) 

Proof: the proof is given in Appendix C. 

5.3 Updating of the Time Ratios 

The obtained power allocation *

,s kp  in the last subsection is depending on the given time ratios. 

Though the optimal allocation of time ratios obeys the KKT conditions, one can’t achieve the 

optimal value directly due to the absence of 
s in (13). Fortunately, the expression (13) is 

constant after the power *

,s kp  is obtained. We propose a time ratio updating method to 

approach the optimality iteratively.  

The reverse direction of the subgradient of 1(..)J  is chosen for the updating direction 

according to definition of gradient, as follows.  
( 1) ( ) ( )l l l

      
                                                    (24) 

where 
( )l

  is the step size of step l  for updating the vector   and 

1 1

1

,...,
S

J J


 

  
   

  
                                                   (25) 

whose value could be obtained by substituting the 
*

,s kp  and 
*

k  into (13).  

Considering the Theorem 1, the optimal time ratios must satisfy 
1

1
S

s

s




 , so we perform 

the updating along the criterion all the same. 

( 1) ( ) ( )

1 1 1

1
S S S

l l l

s s s

s s s

   

  

                                             (26) 

This is solved as 

1 1

0
S S

s s

s s

V S 
 

                                                (27) 

where  , ,log 1
s s

s s k k s k k

k k

V p p g
 

      . Let
( )l  denote the solved  .  

The updated values are recursively substituted into subsection 5.2 until the following 

terminal condition is reached.  

OLE                                                          (28) 

where E  is the energy difference between two adjacent iterations, 
OL

is a very small number 

in the outer loop. 

Finally, the outline of the optimal resource allocation for the case of 1 N K   is presented 

in Table 2. 
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Table 2. IDO algorithm 

Algorithm 1: IDO algorithm for 1 N K   

Main Function 

1: Construct the state set  , and obtain ,s s  . Set 1l   and 
( ) 1/ ,l

s S s   . Set the outer-loop 

iteration stopping criterion OL  and initialize the step size 
( )l

  for time ratio updating. Set the initial 

energy consumption 1totE P  . 

2: Find the optimal power allocation and dual variables  , ,s k kp  , ,s k  at 
( ) 1/ ,l

s S s    using the 

dual optimization function. 

Letting E E  , compute the actual energy consumption 
( )

,

1 s

S
l

s s k

s k

E p
 

  . 

if E E , 
( 1) ( ) / 2l l

     and go to Step 3;  

else if OLE E   , break;  

else, go to Step 3. 

3: Update the time ratios to 
( 1) ,l

s s    based on the ,s kp , k and
( )l

 using the updating function. 

Renew 1l l  , and go to Step 2. 

 

Dual Optimization Function 

1: Compute the bounds of ,k s  according to (23), set the initial parameter value   / 2U L

k    , 

and   / 2U L

k    . Initialize the step size  . Construct the dual function (17) and set the initial 

dual function value 0  . Set the inner-loop iteration stopping criterion IL . 

2: Compute the power allocation ,s kp  at the given s  using (14).  

Letting    , compute the dual function (17), getting a new  . 

if    , then / 2  , go to Step 3; 

else if    , go to Step 3; 

else, break; 

3: Compute the subgradients of the dual function with respect to k  and s  using (20) and (21). Update 

k  and s  using (22), go to Step 2. 

 

Updating Function 

1: Compute  using (27) 

2: Compute the derivation 
1 ,
s

J
s







 using (13) 

3: Update the time ratios using (24). 

 

6. Simulation Results 

In this section, numerical results are given to verify the performance of the proposed 

multi-resource allocation algorithm. The original purpose of resource allocation in the beam 

hopping is to save energy while satisfying the capacity requirements, and power allocation, 

time allocation and user selection are jointly considered, which is different from the existing 

works. 

Simulation setups: the total usable power in satellite is considered to be
 

100totP w . The 
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effective channel-to-noise ratios (CNRs) of the downlinks are distributing randomly and 

uniformly in a value region 20 0dB g dB    for simulation. The allocation period T is set to 

be unit time (i.e. 1T  ) for simplicity. The terminal condition of the IDO algorithm is 
510OL

 . The capacity requirements of all the cells are supportable, which are valued in the 

access control step before the resource allocation using the following criteria. 

 1

1
log 1

K
k

k tot k

C

P g

  
  

   
C C .                                          (29) 

We make some algorithm comparisons. There is no doubt that the beam hopping with the 

target of energy saving performs better than that without the energy-saving target. We 

especially wonder its advantage comparing with other energy-saving algorithms. The first 

comparing algorithm is the Multi-server Packetied General Processor Sharing (MPGPS) in 

[18], which assigns each user a fixed power value to satisfy the packet loss rate 
p  as follows. 

 k k k pp g    .                                                        (30) 

The second one is Opportunistic Power Scheduling (OPS) in [19], which schedules the users 

in a period and also allocates an appropriate transmission power level to scheduled users, but 

without the time allocation.  

In the simulation, the ideal algorithm calculates the power allocation with the assumption 

that the beam number is equal to the cell number, in which case the serving time for each cell is 

1k  . It is an ideal energy-saving policy, but it is unrealizable since N K  in our 

consideration. And our algorithm, i.e. multi-resource allocation and user selection, is called 

MAUS for short. 
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Fig. 4. Consumed energy versus the amount of the beams at K=8 

 

Fig. 4 shows the consumed energy with different amount of beams, where the number of 

cells is fixed at 8K  . The effective channel-to-noise ratio of each cell is generated randomly 

in aforementioned value region. It is observed that the ideal case needs about 12.5 Joule when 

there is equivalent amount of beams, but the MPGPS algorithm needs nearly 40 Joule at 2N  , 

which is three times larger. As the amount of beams increases, energy needed decreases for all 

beam hopping schemes. This also verifies the impact of the beam quantity on the energy 

conservation. This is expected because more resources are invested. When the beam number is 

also equal to 8, the OPS algorithm gives a hopping scheme with the same performance as the 
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ideal one and our MAUS one, because the serving time for each cell is prolonged to one unit in 

this case. But the MPGPS algorithm still allocates the fixed transmitting power for all beams, 

which wastes the energy shown in figure. Evidently, the proposed MAUS algorithm 

outperforms the other two non-joint algorithms, which verifies its effectiveness. And MAUS 

could gain nearly the same performance as the ideal one, according to the figure. However, the 

gap between MAUS and the ideal scheme is intrinsic, because the beams in the calculation of 

MAUS are less than the cells.  
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Fig. 5. The upper bounds of system capacity 

 

From the analysis in the figure 4, we conclude that the beam resource could compensate the 

energy requirement, if properly utilized. Theoretically, system capacity with only one beam 

could be referred to as the conservative capacity, and system capacity with N K  beams as 

the aggressive capacity. In Fig. 5, we study the capacity bounds of two-cell case, precisely the 

upper bound. The CNR of two cells are set to be -7dB and -2.6dB. One can judge if a given 

system capacity could be supportable and how many beams are needed from the results.  

In Fig. 6, we investigate the influence of traffic intensity of the cell on the energy 

conservation. For comparability, we maintain the mutual proportion of all the cells’ traffic 

intensity while increasing the average intensity in simulation. Two cases are investigated, i.e. 

Large Variance (LV) and Small Variance (SV). The former means that the distribution of 

cells’ traffic is with a large variance, while the latter is with a small variance. In order to scale 

the variance, we define the variance coefficient, expressed as: 
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                                          (31) 

We know 0 1C  . If 0.5C  , we call it LV; if 0.5C  , we call it SV. In the simulation, 

typical values are considered, i.e. in LV case,  1/100,1/100,1/100,1/100,1,1,1,1a C , and in 

SV case,  1/ 2,1/ 2,1/ 2,1/ 2,1/ 2,1/ 2,1/ 2,1/ 2a C , where a  is the varying average intensity. 

It is observed that our MAUS algorithm performs better in view of energy saving than the 

other two non-joint algorithms, and the stronger traffic intensity the better comparability 
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performance. From the result, we get that the LV case consumes more energy than the SV case, 

because that LV case has more cells requiring large capacity and meanwhile large capacity 

needs nonlinearly large energy based on the Shannon’s Capacity. But the LV case is more 

suitable for our MAUS algorithm than the SV case, which obviously shows our algorithm’s 

performance advantage. This is mainly due to the fact that non-joint allocation couldn’t adapt 

and control all the resources. 
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Fig. 6. Consumed energy with the average traffic intensity (‘LV’ denotes Large Variance, ‘SV’ denotes 

Small Variance) 

 

Finally, we study the inherent complexity property of the iterative dual optimization 

algorithm. As far as we know, the complexity of convex programming depends on the number 

of optimization variables and the number of iterations [30]. In this algorithm, the number of 

inner-loop iterations required to achieve 
IL

-optimality, i.e. 
IL  , is on the order of 

 2O 1 IL . And the number of outer-loop iterations required to achieve 2

OL
-optimality, i.e. 

2

OL  , is on the order of  2O 1 OL . Hence, the computational complexity is  

   2 2O 1 1IL OLKS , which is growing with the factorial of K . This could be improved by 

three ways: one way is to divide all cells into several separating alliances, each of which shares 

the service of one dedicated beam; another way is to develop some heuristic methods such as 

always serving the N  cells with the best /k kC g ; the last one is to use the artificial intelligence 

to search for the solution straightforwardly. In any case, this inherent drawback will be the 

incentive for our future effort. 

7. Conclusions and Future Researches 

In this paper, we work on to solve the multi-resource allocation problem when the 

concurrent served users are limited. The resources here have a unique feature that they can 

compensate each other for the purpose of achieving the same performance. We jointly perform 

the power allocation, the time allocation and the user selection in the case study of the beam 

hopping. A state decomposition model is proposed to reduce the complexity of the joint 

optimization problem. Moreover, we propose an iterative dual optimization algorithm to solve 
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the convex optimization problem. At last, the simulation results show that the proposed 

algorithm improves the energy efficiency significantly. Our proposed algorithm could also be 

used in other similar resource-limited radio systems. 

Future researches could be implemented from the following three directions. Firstly, the 

computational complexity of our algorithm is one major issue to improve in our future 

research. The improvement is critical to the realization of the algorithm, as the computation 

time determines the timeliness of resource allocation directly. Secondly, one potential 

assumption in our algorithm is that the earth stations in all the cells are capable of adaptive 

modulation and coding continuously. In fact, the modulation and coding scheme could only be 

chosen in a limited set, so it is impossible to use up all the possible power-time allocations. So 

it is necessary to develop the on-demand allocation algorithm based on the limited resource 

utilization modes. Lastly, the proposed algorithm is performed periodically, without the period 

optimized. It will be much more effective if the allocation period is properly optimized.  
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APPENDIX A 

Considering there is only one cell, its allocated serving time is  , and allocated illuminating 

power is p . Hence, the energy is expressed by E p  , while satisfying the basic capacity 

constraint:  log 1 p g C     , where g is the CNR defined in section 2. Take another feasible 

solution † †( , )t p  satisfying the capacity constraint for comparison, where †p p  and †  . 

We calculate the cost energy for the two solutions, and make their subtraction as 

†

†

†1 1
2 1 2 1

CC

E E E

g g
  

  

  
       

   

                                                (30) 

Because 
1

( ) 2 1
C

f
g

 
 

  
 

is monotonically decreasing in due to '( ) 0f   , the subtraction is 

positive. In other word, cutting down the consumed power and increasing the serving time 

could save the cost energy, and the more serving time increased, the more energy saved. Next, 

the second derivative of ( )f   is  

2
''( ) ln 2 2 ln 2 0

C
C C

f 


 
       

 
                                          (31) 

which means that the volume of saved energy by increasing a unit serving time is decreasing in 

 . This completes the proof. 

APPENDIX B 

By differentiating  f τ with respect to 
k , we get 

1 1
2 1

k

k

C

k

k k k k

Cf

g g



 

 
     

  
                                            (32) 

In order to prove it is negative, we construct another function as follows: 
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                                              (33) 

Differentiating it with respect to k

k

C


, it is seen that 

1
' 1 2 1 2 0

2
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C
y ln ln





   
        

  
                                          (34) 

And noticing that  0 0y  , it is easily got that 0y  when 0k

k

C


 . Therefore, 0

k

f







, which 

shows that  f τ
 
is monotonically decreasing in k , but not linearly. And the second 

derivative of  f τ  is given as 

2

2 2

1
2 ln 2 ln 2 1 0

k

k

C

k k

k kk k

C Cf

g



 

  
        

  
                                  (35) 

So the function  f τ  is convex. This completes the proof. 
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APPENDIX C 

The dual variables must satisfy the KKT conditions, so we take the partial derivative of 
2 ( )J   

with respect to ,s kp  as 

* *
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log
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k s

p g

g e

 




 
                                                   (36) 

According to the dual theory, the strong duality holds, which leads to the complementary 

slackness: 
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In our whole striving, the consumed power is expected to be lesser, so the case that 0s   will 

hold for some states. Therefore, (27) is deduced to 

* *

,

1 1 1 1
( ) ln 2 ,

log
k s k tot

k k k
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                                   (39) 

And for the other cases that 0s   , we obtain the following bound of 
s , by letting 
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