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Abstract 
 

Distributed Denial-of-Service (DDoS) attacks towards name servers of the Domain Name 

System (DNS) have threaten to disrupt this critical service. This paper studies the vulnerability 

of the cache server to the flooding DNS query traffic. As the resolution service provided by 

cache server, the incoming DNS requests, even the massive attacking traffic, are maintained in 

the waiting queue. The sojourn of requests lasts until the corresponding responses are returned 

from the authoritative server or time out. The victim cache server is thus overloaded by the 

pounding traffic and thereafter goes down. The impact of such attacks is analyzed via the 

model of queuing process in both cache server and authoritative server. Some specific limits 

hold for this practical dual queuing process, such as the limited sojourn time in the queue of 

cache server and the independence of the two queuing processes. The analytical results are 

presented to evaluate the impact of DDoS attacks on cache server. Finally, numerical results 

are provided for further analysis. 
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1. Introduction 

The Domain Name System (DNS) is a fundamental and indispensable component of the 

modern Internet [1-2]. In essence, the DNS is a globally distributed and decentralized database 

of network identities. Its most common use by far is to resolve host names into Internet 

addresses. Furthermore, a growing number of other applications, such as SMTP, ENUM and 

SIP also depend on the DNS in order to route messages through appropriate application level 

gateways [3]. As a result, the availability of the DNS can affect the availability of a large 

number of Internet applications. Ensuring the DNS data availability is an essential part of 

providing a robust Internet. 

A Denial-of-Service (DoS) attack is an attack in which one or more machines target a victim 

and attempt to prevent the victim from doing useful work. Almost all Internet services are 

vulnerable to denial-of-service attacks of sufficient scale.  In most cases, sufficient scale can 

be achieved by compromising enough end-hosts (typically using a virus or worm) or routers, 

and using those compromised hosts to perpetrate the attack. Such an attack is known as a 

Distributed Denial-of-Service (DDoS) attack. However, there are also many cases where a 

single well-connected end-system can perpetrate a successful DoS attack. 

While authoritative servers are generally recognized as the victim of DDoS attacks, there is 

hardly awareness that cache servers are also vulnerable to the flooding DNS query traffic. We 

show in this paper that the incoming DNS requests received by cache servers should be 

temporally kept in it, waiting for the response from authoritative server. The sojourn of these 

unanswered requests occupies the resolution resources of cache server, or even exhausts them 

under massive attacking traffic. Although the retaining requests can be dropped by cache 

server when time out, the analytical results on the impact of such attacks are still necessary for 

performance evaluation and attack defending.  

In this paper we model the query resolution service in cache server and authoritative server 

as a dual queuing process. The specific queuing model is characterized by limited sojourn time 

in the queue of cache server and the independence of the two queuing processes. This makes it 

different from the typical queuing processes which are extensively studied by previous works 

[4-7]. The queuing process is analytically solved and some important performance measures 

are provided.  We also present numerical results as well as some further analysis based on 

them.  

The rest of the paper is organized as follows: some related works are presented in Section 2; 

Section 3 will provide a dual queuing model for resolution of DNS queries and obtain a fairly 

complete solution for the queuing model; Some numerical results as well as further analysis of 

them are given in Section 4; Finally, Section 5 will conclude this paper. 

2. Related Work 

In recent years there have been a number of proposals for protecting the DNS against DoS or 

DDoS attacks. Yang et al. [8] have proposed to augment the DNS structure with additional 

pointers that are used in order to access children zones. But it cannot enhance the DNS 

resilience against DDoS attacks that target cache servers. Parka et  al. [9] have proposed to add 

a lookup peer-to-peer service between the stub-resolvers and the cache servers, which can be 

used in order to defend against DDoS attack towards cache servers. Ballani et al. [10] have 

proposed to use the information stored in the stale cache to answer the query for mitigating the 
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impact of DoS attacks on DNS. Unfortunately, this proposal violates the semantics of record 

expiration as defined for DNS, which have less protocol compatibility and may hinder its 

adoption. All of the efforts mentioned above have not provided an analytical model for 

evaluating the impact of DDoS attacks on cache servers, which guides the design of protecting 

or defending mechanism. 

Queuing theory is used to approximately model a real queuing situation or system, so the 

queuing behavior can be analyzed mathematically [11]. General queue model are extensively 

studied by previous works, and the main results can be found in [12]. For the particular 

problem of queuing with limited waiting time, various transient and stationary results are 

obtained for the system in [4-7]. But none of these investigations has covered the specific dual 

queue model for the impact analysis of DDoS attacks on cache server, which is solved by this 

paper. Moreover, the limited waiting time queue is inherently different from the limited 

sojourn time queue studied in this paper although the difference may be literally subtle. 

The feasibility of the queuing modeling relies on the assumptions on the service process of 

DNS servers and the arrival process of DNS queries. 

V. Bhaskar et al. discussed open queuing network models with single and multiple servers 

[13]. Queuing models containing both single and multiple servers, namely hybrid models, are 

considered in [14-16]. However, the service processes of servers modeled by these works are 

mostly complicated and hardly applicable to the formal analysis of queuing modeling. Bhaskar 

and Lavanya modeled a Pentium processor as a queuing network and deduced an equivalent 

single-queue–single-server model for the original queuing network [17]. The work paved the 

way to model the service of DNS name servers as a simple single-queue–single-server. 

Moreover, thanks to the overwhelmingly homogeneity of DNS traffic load on the DNS name 

servers, the reliability of the model is guaranteed. 

One important research area in the context of networking focuses on developing traffic 

models which can be applied to the performance analysis and evaluation of the Internet 

[18-26]. Although it is proven not suitable to fit a simple Poisson-based model to capture 

internet traffic burstiness [18, 19], there are some Poisson process variations proposed to 

tackle the problem of burstiness [20-23]. One way is to use the so called compound Poisson 

process, where packet arrivals happen in bursts (or batches), the interbatch times are 

independent and exponentially distributed (that is, they represent a Poisson process), and the 

batch sizes are random [20]. Another Poisson-based arrival model addresses the limitations of 

the Poisson model by introducing dependence between packets traveling between the same 

end-nodes [21]. Thomas et al. [22] revisit the Poisson assumption by new measurements and 

show that unlike the older data sets, current network traffic can be well represented by the 

Poisson model for sub-second time scales. Besides, Cao et al. [23] demonstrated that as the 

load increases, the laws of superposition of marked point processes push the arrivals toward 

Poisson. And if the link speed is high enough, the traffic can get quite close to Poisson and 

independence before the push-back begins in force. These results reverse the commonly-held 

presumption that Internet traffic is everywhere busty and that multiplexing gains do not occur. 

One of the merits of Poisson model lie in its analytical simplicity for the performance 

evaluation of network processing equipments e.g. the DNS cache servers and name servers, 

which is usually too complicated to derive the closed-form expressions under the queuing 

model. Thus many previous works on performance analysis of network systems and behavior 

investigation of network traffic fed Poisson arrival traffic into the queuing system [24-26]. 

Based on the above considerations, Poisson process, representing the query arrival process for 

the queuing model in this paper, is an approximate modeling of the real DNS traffic at least for 
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the preliminary investigation and meanwhile capable of simplifying our mathematical 

analysis. 

Another area related to this research is on the DoS or DDoS attack detection. Ruoyu Yan et 

al. proposed a new scheme to detect DDoS attacks within a router [28]. The scheme is based 

on the tree characteristic of DDoS attack, features of IF flows and properties of adaptive filters. 

Zhu Jian-Qi et al. studied the characteristics of traffic composition in the local-world network 

environment, and presented an effective method for detecting DoS attacks [29]. These work 

mainly focus on the DoS or DDoS attack traffic analysis while our work is more concerned 

about modelling the processing of DoS or DDoS attack traffic. 

3. Queuing Model for DNS Resolution 

In this section, we present our analytic framework for modeling the DNS resolution. Clients 

rely on DNS primarily to map service names to the IP addresses of the corresponding servers. 

Typically, clients issue their queries to a local resolver (recursive server).  The local resolver 

then maps each query to a matching resource record set (hereon simply referred to as a 

matching record) and returns it in the response. Each record is associated with a time-to-live 

(TTL) value and resolvers are allowed to cache a record till its TTL expires; beyond this, the 

record is evicted from the cache. According to the DNS name resolution procedure, we break 

up the system into two components for our analysis: 

1. The cache servers which are analyzed as servers with an equivalent service rate shared 

with other cache servers from the authoritative server.  

2. The authoritative server with the first come, first serve discipline, no capacity constraints, 

and general arrival distribution aggregated from all cache servers and general service time 

distribution. 

Propagation delays between cache server and authoritative server are usually much lower 

than the queuing delays. In this paper, we thus focus on the service queuing delays at both 

servers. 

3.1  Queuing Model for Cache Servers 

A cache server first searches its cache for a DNS request emitted by a client once receiving it. 

If hit, the cache server response immediately with the cached records. Otherwise, the cache 

server has to forward the request to the authoritative server. Since the resource cost as well as 

the response delay in the case of cache hit is negligible compared with that of cache miss, we 

only consider the cache miss requests in our analytical framework. The cache server queries 

the authoritative server for the cache misses DNS question, meanwhile maintains its status as 

unanswered in a waiting queue. The queue is timed according to a set value of timeout and is 

scheduled to drop the expired waiting queries. The waiting queries also leave the queue when 

their answers come from the authoritative server. As the status of each query in the waiting 

queue should be kept by the cache server, larger waiting queue means more system resources 

occupation. Furthermore, the length of waiting queue is largely limited by the timeout 

mechanism which dequeued the persistently unanswered queries. However, the number of 

waiting queries in cache server is likely to surge under DDoS flooding queries, which exhaust 

the resources of cache server and thereby cause the failure of DNS resolution for legitimate 

queries. Therefore, timeout mechanism may play an indispensable role in alleviating the 

impact of DDoS attacks. It should be noted that the timeout mechansim is not able to make any 

distinction between DDoS attacking queries and normal queries.  

More precisely, timeout can be defined as being triggered by a timer. The timer is started at 
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the time the query is sent from the cache server to the authoritative server, and meanwhile, put 

into the waiting queue as an unanswered query. Once its timer reaches the set timeout length, 

the query staying unanswered is evicted from the waiting queue. The other case that the query 

in the waiting queue is dequeued happens when the query gets an answer from the 

authoritative server before its timer reaches the set timeout length. The pseudocode for the 

timeout is expressed as follows: 
The query is issued from the cache server and put into the waiting queue; 

Its timer starts; 

While (its timer has not reached the set timeout length) 

{ 

If (receipt of an answer from the authoritative server)  

{ 

break; 

} 

} 

The query is dequeued; 

The queuing model is illustrated in Fig. 1. Clients issue their queries to the local cache 

server. The cache server searches its cache for the matching record and then returns the 

matching record to the clients if cache hits. Otherwise, the cache miss queries are forwarded 

by  the cache server to the authoritative servers. Meanwhile, the cache miss queries are 

maintained in a waiting queue in the cache server, awaiting the response from the authoritative 

server. The waiting queue conducts a time out mechamism which limits the sojourn time of its 

queries. Those queries staying long than a limited sojourn time and getting no response are 

evicted from the waiting queue.  All queries arriving at the authoritative server are also queued 

to be provided with a resolution service. The responses are returned by the authoritative server 

to the cache server. The response finds its matching query in the waiting queue of the cache 

server, and the matching query is thus evicted from the waiting queue. Finally, the cache 

server returns the response to its clients.  

Let there be N cache servers C1, C2, …, CN in the whole system and on an average, λi DNS 

requests that miss the cache arrive at Ci ( i =1, 2, …, N) per second with an arbitrary and 

independent interarrival time distribution  iF  . Let the average service rate at Ci be μi ( i =1, 

2, …, N) per second. Because cache servers rely on authoritative server to resolve the queries, 

μi is actually the equivalent service rate of sojourning queries (not time out) allocated by 

authoritative server for Ci ( i =1, 2, …, N).  

Definition 1. A queuing process of limited sojourn time is the queuing process that no 

customer can stay in the server longer than a time interval. 

The definition of “limited sojourn time” is slightly different from that of the frequently cited 

“limited waiting time” [4-7]. The latter holds that when a customer starts to get service before 

the limited time, it should never be interrupted until the service time ends, while the former can 

stop the service of a customer at the time limit. Thus it may happen that a customer leaves the 

system without being completely served under limited sojourn time. 

According to the time out mechanism of cache servers, let us suppose the queuing process in  
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Fig. 1. Illustration of queuing model of DNS name resolution 

 

each cache server Ci is a queuing process of limited sojourn time ηi ( i =1, 2, …, N). 

3.2  Queuing Model for Authoritative Servers 

The authoritative server receives queries from a set of cache servers and provides them the 

resolution  service  with  the  first  come,  first  serve  discipline.  Thus  all queries of different 

sources of cache servers are queued indiscriminately in the authoritative server. The 

authoritative server usually does not explicitly adopt a time out mechanism. So we do not pose 

any waiting time limits on the queries in the queue. Note that not all queries served by the 

authoritative server are useful for reducing the length of waiting queue in the cache server. 

This is due to the fact that some of them may already be abandoned by the cache server 

following the time out mechanism. 

Let the aggregated query rate arriving at the authoritative server be λ, and it is given by 

1

N

i

i

 


                                                                   (1) 

The authoritative server has no capacity constraints, and its average service rate is μ requests 

per second with an arbitrary interservice time distribution  AF  . Once the request finishes its 

service in the authoritative server and leaves it, we assume that the same request also leaves its 

source cache server at exactly the same time if it does not time out. This is based on the above 

mentioned neglection of the propagation delay of the response from the authoritative server to 

the cache server. Note that the authoritative server is unware of whether the requests residing 

in it has timed out in the cache servers, so its service is independent of the time out mechanism 

of the cache servers.  

3.3  Queuing Model for DNS Resolution 

In this section, we provide the analytical solution for the proposed queuing model in Section 4. 

To simplify our discussion, we assume that the query arrival process in cache servers and the 
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service process of authoritative server are both Poisson process, thus  iF  ( i =1, 2, …, N) 

yields 

  i

i iF e
  

 , 0                                                       (2) 

 AF  yields 

 AF e    , 0                                                      (3) 

Lemma 1. The aggregated query arrival process at the authoritative server is a Poisson process 

with the mean arrival rate as λ.  

Lemma 2. The equivalent service process for the queries from cache server Ci is a Poisson 

process with the mean service rate as μi (i=1,2,…, N) 

i
i


 


                                                          (4) 

And the N equivalent service processes for the queries from cache server C1, C2, …, CN are 

independent. 

Lemma 3. Let the sojourn time of queries from cache server Ci in the authoritative server be Si 

(i =1,2,…, N). The distribution of Si yields 

   1i i t

iP S t e
  

  ,   0t                                          (5) 

Where i  is the ratio of the arrival and service rate 

/i i i                                                            (6) 

Proof: According to Lemma 2, the equivalent service process for queries from cache server Ci 

in the authoritative server is μi (i=1, 2,…, N). And the arrival process is also a Possion process 

with rate λi (i=1, 2,…, N). Therefore the queuing process for queries from cache server Ci in 

the authoritative server is viewed as an equivalent M/M/1 process (i=1, 2,…, N). The solution 

of this M/M/1 process holds (5) [27]. □ 

Theorem 1. Let the sojourn time of queries in cache server Ci be 
'

iS  (i =1, 2,…, N). The mean 

of 
'

iS  is given by 

 
 

 

1

' 1

1

i i i

i

i i

e
E S

  

 

 





                                               (7) 

Proof: According to Lemma 3, we have the proportion of time out queries in cache server Ci (i 

=1, 2, …, N)  

   1i i i

i iP S e
  


 

                                               (8) 

The probability density function of 
'

iS  yields 

 
 

 
' i

i

i i

p t
p t

P S 


 


 
0 i

i

t

t





 


                                       (9) 

Where  ip t  is the probability density function of Si, namely, the sojourn time of queries 

from cache server Ci in the authoritative server. 

     1
1 i i t

i i ip t e
 

 
 

  ,   0t                                     (10) 

Thus the mean of 
'

iS  is given by 
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   ' '

0

i

i iE S tp t dt


                                                  (11) 

Plugging (8) and (10) into (9) and then (9) into (11), we get (7). □ 

Corollary 1. Let the number of queries maintained in cache server Ci be 
'

iL  (i =1, 2, …, N). 

The mean of 
'

iL  yields 

 
  

 

1

'
1

1

i i i

i

i

i

e
E L

  




 





                                             (12) 

Proof: According to Little's law [27], a relation between  '

iE L ,  'iE S and λi holds 

   ' '

i i iE L E S                                                    (13) 

Plugging (7) into (13), we obtain (12). □ 

Lemma 4. Let the waiting time of queries from cache server Ci in the authoritative server be wi 

(i =1,2,…, N). The probability density function of wi is given by 

   1
( ) 1 i i

i

t

w i ip t e
 

 
 

  , 0t                                     (14) 

Proof: According to Lemma 2, the equivalent service process for queries from cache server Ci 

in the authoritative server is μi (i=1, 2,…, N). And the arrival process is also a Possion process 

with rate λi (i=1, 2,…, N). Therefore the queuing process for queries from cache server Ci in 

the authoritative server is viewed as an equivalent M/M/1 process (i=1, 2,…, N). The solution 

of this M/M/1 process holds (14) [27]. □ 

Definition 2. The service time of a query in the cache server is the time between the instant 

when it gets service in the authoritative server and time out or the instant when the service 

ends. 

Another important performance measure is the mean service time of queries in cache 

servers. Here since the cache server only forwards requests rather than serves requests, the 

service time is actually the virtual one observed from the server and it may be cut short by the 

limit of waiting time. The service time starts when a query gets service at the server and does 

not time out in the cache server. And it ends when the query times out at its cache server 

without being completely served, or when its service finishes at the server if its total sojourn 

time is under the limits of waiting in the cache server. Another special case in our analysis is 

that when a query times out before it gets service, its service time is zero. 

Theorem 2. Let the service time of queries from cache server Ci in the authoritative server be 
'

id  (i =1, 2,…, N). The mean of 
'

id  is given by 

     1' 1 1i i ii i i i

i iE d e e e
     

  
                               (15) 

Proof: Let the service time of queries from cache server Ci in the authoritative server be di (i 

=1, 2,…, N). According to Lemma 3, the probability density function of di is given by 

      ( ) i

i

t

d ip t e
 

 , 0t                                                 (16) 

Due to the memoryless property of Poisson process, di and wi are independent variables. 

The sojourn time Si yields 

  i i iS d w                                                         (17) 

The service time of queries from cache server Ci in the authoritative server 
'

id  is determined 

by the sojourn time iS , the waiting time iw  and the service time id  (i =1, 2,…, N). As 
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discussed above, the function of 
'

id  varies under three kinds of conditions, as formulated as 

follows: 

• Condition I: 0 i iS   . The queries in cache servers can be completely served by the 

authoritative server if their sojourn times are so small as to not exceed the limit of sojourn time. 

Therefore 
'

id  is exactly the service time in the authoritative server
id . The conditional 

distribution of 
'

id  holds 

   ' 0 0i i i i i ip d S p d S                                     (18) 

• Condition II: i iS   and 0 i iw   . The sojourn time is cut short, but the query still has 

chance to be served while the service is terminated by the limit of sojourn time before it 

finishes. The service time in cache servers is the residual time of i  subtracting the waiting 

time. The conditional distribution of 
'

id  is given by 

            ' ,0 ,0i i i i i i i i i i ip d S w p w S w                          (19) 

• Condition III: i iS  and i iw  . The query times out in cache servers before they are 

served by the authoritative server. So its service time is zero in cache servers. Note i iS w  

always holds if 0id  . So this condition can be simplified as i iw  . We have 

   
'

'
1 0

0

i

i i i

d
p d w

else



  


                                            (20) 

Thus the mean of 
'

id  is given by 

       ' ' '0 0 ,0i i i i i i i i i i iE d E d S P S E d S w                         

     ',0i i i i i i i i iP S w E d w P w                               (21) 

Substituting (18), (19) and (20) into (21), we get  

     ' 0 0i i i i i iE d E d S P S                                                     

                                   ,0 ,0i i i i i i i i i iE w S w P S w                (22) 

Plugging (5) in Lemma 3, (14) in Lemma 4, and (16) into the conditional probability

 0i i iP d t S    , we have 

 
 

 

,0
0

0

i i i

i i i

i i
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P d t S

P S
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0

i i i i

i i

P d t d w

P S





   


 
                                                        

                   
 

 

,0

0

i i i

i i

P d t t w

P S





   


 
 (di and wi are independent)               

   

 

0

0

i i i

i i

P d t P w t

P S
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1
1

0

i i ii
tt

i i

i i

e e

P S

   



  



 

,  0 it                               (23) 

Plugging (5) in Lemma 3 and (14) in Lemma 4 into the conditional probability 
 

Table. 1 Prameters used in the scenarios 

Scenario/ 

Parameters 

Number 

of Cache 

Servers 

Query Traffic Profile Time Out (s) 

Service 

Capability 

(qps) 

1 

2 

3 

4 

5 

6 

1,000 

5,000 

1,000 

1,000 

1,000 

1,000 

uniform distribution 

uniform distribution 

uniform distribution with heavy hitters 

uniform distribution with heavy hitters 

uniform distribution 

uniform distribution with heavy hitters 

2 

2 

2 

2 

2 

2, 0.5 for heavy hitters 

1,000 

1,000 

1,000 

3,000 

3,000 

1,000 

 

 ,0i i i i i iP w t S w       , we have 

 
 

 

, ,0
,0

,0

i i i i i i

i i i i i i

i i i i

P w t S w
P w t S w

P S w

  
  

 

    
     

  
                         

                                                            
 

 

, ,0

,0

i i i i i i i

i i i i

P w t d w w

P S w

  

 

     


  
                

                       
 

 

,

,0

i i i

i i i i

P w t d t

P S w



 

  


  
(di and wi are independent) 

   

 ,0

i i i

i i i i

P w t P d t

P S w



 

  


  
                         

   

 

1
1

,0

i i i it

i i

i i i i

e

P S w

   
 

 

  



  

,  0 it                   (24) 

Substituting (23) and (24) into (22), we get 

     '

0
0 0

i

i i i i i iE d P d t S P S dt


                                          

   
0

,0 ,0
i

i i i i i i i i i iP w t S w P S w dt


              

       1 1

0 0
1 1

i i
i i i i i i ii

t tt

i i i ie e dt e dt
          

     
       

   1
1 1i i ii i i i

ie e e
     

  
                                          (25)□ 

Theorem 3. Let the proportion of queries served by authoritative server but eventually 

abandoned by the cache servers be Pw, we have 
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 1

1

i i i

N

i

i
w

e

P

  




 




                                                   (26) 

Proof: The total of queries abandoned by cache servers equals the summation of those queries 

time out in each cache server. Thus Pw holds 

 

   
Fig. 2. Performance parameters for Scenario 1            Fig. 3. Performance parameters for Scenario 2 

 

 
1

N

i i i

i
w

P S

P

 









                                                 (27) 

Plugging (8) derived by Lemma 3 into (27), we obtain (26). □ 
Pw actually expresses the invalid queries served by authoritative server, since the responses 

returned by authoritative server are no longer useful for them. For the efficiency of domain 

resolution service, Pw should stand at a low proportion.  

4. Numerical Results 

To demonstrate the impact of DDoS attacks on DNS cache server using queuing model, 

numerical results are provided for six very different scenarios of number of cache servers, 

query traffic profile, time out setting and service capability of authoritative server. For each set 

of parameters, we present the mean number of queries, the mean service time and the time out 

proportion in each cache server. The parameters that remain fixed across all scenarios are as 

follows: the aggregated query rate excluding the attacking heavy hitter cache server  = 300 

qps; the number of heavy hitter cache servers Nh = 3 and the query rate of each of them h = 

100 qps. The other parameter settings are given in Table 1.  

(1) Scenario 1: Let the query traffic be distributed uniformly from 0 to the maximum among 

all cache servers. And the other parameters are shown in Table 1. The results are illustrated in 

Fig. 2. We see that cache servers generating high query rates receive more service time than 

those of lower rate. This explains the time out proportion bias against the light-loaded cache 

servers. Therefore we can conclude that under the best efforts service of authoritative server, 

the resources of authoritative server are preempted by the heavy-loaded cache servers, which 

account for their better system performance compared with their light-loaded counterparts. 
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Note that here the principle of more queries, more service does not lead to the fairness between 

cache  servers  under the free competition.  The mean query length  residing at  cache servers 

grows with the increase of their query loads. This indicates resolution capability is demanding 

for busy cache servers. 

(2) Scenario 2: We enlarge the amount of cache servers and remain the other parameters 

unchanged as given by Table 1. The results are shown in Fig. 3. The significant decrease in 

service  time  and  increase in  time  out  proportion even  for  heavy  loaders  pronounce  the  

 
Fig. 4. Performance parameters for Scenario 3            Fig. 5. Performance parameters for Scenario 4 

 

performance deterioration in this scenario. Recalling that the total query rate holds the same as 

Scenario 1, we can only owe this performance decline to increase in number of cache servers. 

The DNS servers authoritative for hot zones are widely and heavily requested by thousands of 

cache servers, therefore more efforts should be taken to ensure their resolution performance.  

(3) Scenario 3: To investigate the performance under DDoS attacks on cache servers, two 

heavy hitters are added to Scenario 1. We see in Fig. 4 that the queries from the victim cache 

servers have little chance to time out while the strangling impacts on the performance of other 

caches servers under legitimate requests are apparent. Because the authoritative servers have 

been overloaded by the flooding traffic from the victim cache server pounded by DDoS attacks, 

share of resources for other cache servers are thus squeezed to sustain the quality of resolution 

service at a normal level.  

(4) Scenario 4: As one of the usual solutions available for the protection of DDoS attacks is 

over provision, we evaluate the effects of such counter measure in this scenario by tripling the 

service rate of authoritative server. And the other parameters stay the same as Scenario 3. The 

results are shown in Fig. 5. As expected, both the time out ratio and the mean queue length are 

greatly improved in contrast to Scenario 3. Another observation tells that the flooded cache 

servers are no longer so clearly distinguished from others measured by performance 

parameters. The numerical results obtained by queuing model match closely with the practices 

of DNS operation.  

 (5) Scenario 5: To compare the results of over provision under legitimate traffic and DDoS 

attacks, we show the performance parameters for legitimate traffic in Fig. 6. The time out ratio 

and the mean queue length are better in Fig. 6 than those in Fig. 5. The competitions of 

resources in authoritative servers among cache servers are mitigated due to the enhanced 

service capability and low level of service requests. Therefore the performance parameters 

stay relatively close among cache servers with varied loads. This explains the above 

mentioned concept that the root cause of unfairness is the resource competition.  
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(6) Scenario 6: Finally we study the effects of changing the setting of time out for the victim 

cache server under DDoS attacks. We reset the interval of time out as 0.5 second for victim 

cache servers. This is based on the hope that earlier time out would help ease the burden of 

flooding traffic on the victim cache servers. Unfortunately, the measure does not seem to take 

effects as illustrated in Fig. 7. The main reason lies in the fact that the time out proportion is 

already minor for even for the setting of 2 seconds(less than 0.001) , thereby lower value of 

time out setting brings negligible improvements by decreasing from less than 0.001 to less 

than 0.0001.  

 
Fig. 6. Performance parameters for Scenario 5            Fig. 7. Performance parameters for Scenario 6 

 

5. Conclusion 

This paper studies the impact of the flooding DNS query traffic on the DNS cache server by 

modelling the DNS query resolution service. The work provides the following major 

contributions. 1) The DNS query resolution service in cache server and authoritative server is 

modelled as a dual queuing process. 2) The queuing process is analytically solved and some 

important performance measures are provided. 3) Numerical results as well as further analysis 

are presented to evaluate the impacts of DDoS attacks on cache servers. 
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