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Abstract 
 

Two-party key exchange protocol is a mechanism in which two parties communicate with 
each other over an insecure channel and output the same session key. A key exchange protocol 
that is secure against an active adversary who can control and modify the exchanged messages 
is called authenticated key exchange (AKE) protocol. LaMacchia, Lauter and Mityagin 
presented a strong security definition for public key infrastructure (PKI) based two-pass 
protocol, which we call the extended Canetti-Krawczyk (eCK) security model, and some 
researchers have provided eCK-secure AKE protocols in recent years. However, almost all 
protocols are provably secure in the random oracle model or rely on a special implementation 
technique so-called the NAXOS trick. In this paper, we present a PKI-based two-pass AKE 
protocol that is secure in the eCK security model. The security of the proposed protocol is 
proven without random oracles (under three assumptions), and does not rely on 
implementation techniques such as the NAXOS trick. 
 
 
Keywords: Key exchange protocol, PKI-based, eCK security model, provable security, 
without random oracles 
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1. Introduction 

A two-party key exchange protocol is a cryptographic protocol between Alice and Bob in 
which each party communicates with each other over an insecure channel and shares a 
common session key. The most famous key exchange protocol is the Diffie-Hellman key 
exchange, which is secure against a benign adversary who passively eavesdrops on the party’s 
communication. However, it is well-known that the Diffie-Hellman protocol is insecure 
against an active adversary who can control and modify the exchanged messages (i.e., 
man-in-the-middle attacks). A protocol proven secure against an active adversary is called an 
authenticated key exchange (AKE) protocol. In a public key infrastructure (PKI) based AKE 
protocol, each party possesses static secret key used for static public key, in addition to the 
ephemeral secret key used for ephemeral public key (ephemeral secret/public key is randomly 
selected per session), and computes the session key. 

The security definitions for two-party key exchange were developed by several researchers 
[1][2][3][4]. In their literature, an active adversary can obtain several types of secret 
information. The main difference among the security definitions in these papers is that an 
adversary can obtain what kind of internal secret of the party (static secret key, ephemeral 
secret key and session key). Among these papers, LaMacchia, Lauter and Mityagin [4] 
presented a strong security definition for two-pass key exchange protocol, which we call the 
extended Canetti-Krawczyk (eCK) security model. This security model allows an active 
adversary to obtain various private information regarding a target session and it captures many 
known desirable security properties for AKE including the resistance to key-compromise 
impersonation (KCI) attacks, weak perfect forward secrecy (wPFS), and resilience to the 
leakage of ephemeral secret keys (RLE). 

There are some protocols proven in the eCK security model [4][5][6][7][8][9][10][11][12] 
[13]. The first eCK-secure AKE protocol, called NAXOS, was proposed by LaMacchia, 
Lauter and Mityagin [4]. NAXOS is provably secure in the random oracle model under the gap 
Diffie-Hellman (GDH) assumption. In their paper, they used an implementation technique that 
we call the NAXOS trick. Ustaoglu employed the NAXOS trick to the HMQV protocol [14] 
and proposed an eCK-secure AKE protocol called CMQV [5]. HMQV is secure in a slight 
variant of the Canetti-Krawczyk security model and satisfies the KCI-security, wPFS and RLE, 
but has not been proven to be eCK-secure. CMQV is eCK-secure in the random oracle model 
under the GDH assumption. Lee et al. proposed two eCK-secure key exchange protocols to 
improve the efficiency of the security reduction or complexity assumption [7][8], but these 
protocols also use the NAXOS trick and are provably secure in the random oracle model. 
Okamoto [6] presented an eCK-secure key exchange protocol without random oracles and 
under the NAXOS trick. Therefore, many of the eCK-secure AKE protocols rely on the 
NAXOS trick. 

The NAXOS trick is an implementation technique that hides the exponent of an ephemeral 
public key from an adversary even if the adversary obtains the ephemeral secret key. In a 
typical Diffie-Hellman based key exchange protocol, the ephemeral secret key, x , is used as 
the exponent of the ephemeral public key such as xgX =: . However, in a key exchange 
protocol that utilizes the NAXOS trick, the exponent of the ephemeral public key is generated 
by hashing of the ephemeral secret key, x , and the static secret key, a , e.g., ),( axH . 
Therefore, even if the secrity model allows an adversary to obtain the ephemeral secret key, 
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the exponent of the ephemeral public key is still unknown to the adversary. Recently, Ustaoglu 
[10], Kim et al. [11], Sarr et al. [12], and Moriyama-Okamoto [13] proposed eCK-secure key 
exchange protocols without the NAXOS trick. The main motivation to avoid the NAXOS trick 
is to consider the leakage of the exponent of the ephemeral public key since it may be revealed 
via side-channel attacks or power analysis in a realistic setting. Therefore, even though the 
NAXOS trick hides the exponent of the ephemeral public key, it may be leaked via such 
side-channel attacks and then the eCK security is no longer ensured for AKE protocols that 
employs the NAXOS trick. 

We present a new eCK-secure AKE protocol that does not use the NAXOS trick, which is 
provably secure without random oracles, and is as efficient as Okamoto protocol [6]. The 
exponent, i.e., the ephemeral secret key of an ephemeral public key, is purely independent 
from the static secret key and the risk of leaking the static secret key is reduced. We note that 
all AKE protocols provided in [10], [11] and [12] are provably secure in the random oracle 
model and that this does not imply the security in the real world (see [15]). In comparison to 
[13], the size of the static secret/public key is reduced and the session key computation is 
further improved. Nonetheless, we can provide a security proof under the eCK security model. 
The proposed protocol is an extended version of the Okamoto protocol [6] and is eCK-secure 
without random oracles under the Decision Diffie-Hellman (DDH) assumption, pair-wise 
independent pseudo-random function family, and collision resistant hash function family. 

2. Preliminaries 

2.1 Notation 
When B  is a probabilistic machine or algorithm, )(xA  denotes the random variable of the 

output of A  on input x . )(←
R

xAy  denotes that y  is randomly selected from )(xA   
according to its distribution. Then, axA →)(   indicates the event that A  outputs a  on input 

x  if a  is a value. When A  is a set, )(←
U

xAy  means that y  is uniformly selected from A . 
When A  is a value, xy =: denotes that A  is set as y . 

2.2 The DDH assumption 

Let G be a group of prime order q  and kkG }{  be set of group G  with security parameter k . 
For all Nk∈ , we define sets },,,}{|),,,,{(:=)( 2

212121 qk
xx ZxGggGGggggGkD ∈∈∈ and 

},,,(,}{|),,,,(:=)( 4
21212121 GyyggGGyyggGkR k ∈∈ . 

The DDH advantage of algorithm M  is defined as 

   [ ]
[ ])(←|1→),1(Pr

)(←|1→),1(Pr:)(Adv U

U
DDH

kRρM

kDρMk
k

k

M
ρ

ρ

−
=                                (1) 

for all Nk∈ . We say that the DDH assumption holds in NkkG ∈}{  if for any probabilistic 
polynomial-time adversary M , )(AdvDDH kM  is negligible in k . 

2.3 Pseudo-Random Function (PRF) 
Let Nk∈ be a security parameter. A pseudo-random function (PRF) family F  associated 
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with Nkk ∈}seed{ , Nkk ∈}Dom{  and Nkk ∈}Rng{  is indexed by k . When σ  is randomly chosen 

from random seeds kseed←
R

Σ , D,Rk ,,F Σ  maps an element of D  to an element of R  where 

kD Dom←
R

 and kR Rng←
R

. Let OA  be a probabilistic polynomial-time machine with oracle 
access to O . The advantage of algorithm OA  breaking the PRF function is defined by 

[ ]
[ ]1→),,1(Pr

1→),,1(Pr:)(AdvPRF
F RDM

RDMk kRF

kF

M −
=,                                          (2) 

where kseed←
R

Σ , Σ
U
←σ , kD Dom←

R
, kR Rng←

R
, and D,RkF ,,F: Σ= , and RDRF →:   is a 

truly random function. F  is a PRF family if for any probabilistic polynomial-time adversary 
M , )(AdvPRF

F kM,  is negligible in k . 

2.4 Pseudo-Random Function with Pairwise Independent Random Sources 
(π PRF) 

Okamoto [6] introduced a specific class of PRF, π PRF. As described in Section 2.3, the 
traditional PRF takes as input a (truly random) seed and it is reused many times. However, if 
this is determined by the output of a cryptographic primitive in each invocation, two or more 
seeds may be correlated. Note that the PRF family is useless in this setting. Nonetheless, 
π PRF states that if a specific variable 

0iσ  (associated with ‘seed’) is pairwise-independent 
from the other variables, then the output of the function with 

0iσ  is indistinguishable from 
random. 

Suppose that ΣΣΣ → XIf :  is a deterministic polynomial-time algorithm, where ΣX  is a 
set of random variables and ΣI  is a set of indices regarding Σ , then this algorithm outputs 

Σ∈ Xiσ  from Σ∈ Ii . Let 
( )

),,,(
10 ktiii σσσ   ( Σ∈ Ii j ) be pairwise independent random 

variables indexed by ( ΣΣ fI , ), and each variable be uniformly distributed over Σ . That is, for 
any pair of ),(

0 jii σσ  ( )(,,1 ktj = ), for any 2),( Σ∈yx , we have Pr[ yσxσ
jii →∧→

0
] = 

21 Σ . Consider a probabilistic polynomial-time machine ΣIFM ,  that can issue oracle queries. 

When M  sends Dq j ∈  and Σ∈ Ii j  to the query, the oracle replies with )(,,,
j

RDΣk qF
jσ  for 

each )(,,1,0 ktj = , where 
( )

),,,(
10 ktiii σσσ 

R
←

( )
),,,(

10 ktiii σσσ  . ΣIRFM ,  is the same as 
ΣIFM ,  except )( 0

,,,
0

qF RDΣk
σ  is replaced by a truly random function )( 0qRF . The advantage of 

algorithm M  breaking the π PRF function is defined by  
[ ]
[ ]1→),,1(Pr

1→),,1(Pr:)(Adv ,

,
PRF
F RDM

RDMk kIRF

kIF

M
Σ

Σ

Σ −
=

,I,                                      (3)  

We say that F  is a π PRF family if for any probabilistic polynomial-time adversary M , 
( )kM

PRF
FAdv

,I, Σ
 is negligible in k .  

Okamoto presented an example of index ),( ΣΣ fI  for the π PRF function. For group G  of 
prime order q ,  
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},),,(|),,{(: 2
qG ZGdVUdVUI ×∈=                                           (4) 

GX := ( ) 





 =×∈ + VUZrrZGdVU drr

dVUq21qdVU
21:,←),(,),,(| ),,(

2U2
,, σσ ,              (5) 

Gf : GG XI →                                                            (6) 
is a pair-wise independent pseudo-random function (See [7]). 

2.5 Collision Resistant (CR) Hash Function 

Let Nk∈ be a security parameter. Collision resistant (CR) hash function family H  
associated with Nkk ∈}Dom{  and Nkk ∈}Rng{  specifies two items: 
1. A family of key spaces indexed by k . Each such key space is a probability space on bit 

strings denoted by kKH . There must be a probabilistic polynomial-time algorithm whose 
output distribution on input k1  is equal to kKH . 

2. A family of hash functions indexed by k , kh KH←
R

, Nkk ∈}Dom{ , and Nkk ∈}Rng{ , 
where each such function D,Rk

h
,H  maps an element of D  to an element of R . There must 

exist a deterministic polynomial-time algorithm that on input k1 , h  and D∈ρ , 
output )(H , ρD,Rk

h . 
We define the advantage of algorithm M  breaking the CR hash function as 

),(→),,,1(|)(H
)(H),(

:)(Adv
212

,
1

,
21

2
21CR

H ρρRDhMρ
ρρρDρρ

k kD,Rk
h

D,Rk
h

M
=∧≠∧∈

=, ,                             (7) 

where kD Dom←
R

, kR Rng←
R

 and kh KH←
R

. H  is a CR hash function family if for any 
probabilistic polynomialtime adversary M , ( )kM

CR
HAdv ,  is negligible in k . 

3. The Extended Canetti-Krawczyk (eCK) Security Model 
The eCK security model was originally introduced by LaMacchia, Lauter and Mityagin [4]. 
We refer the reader to [4][5] and [13] for more background. 

Suppose that there are n  parties that are modeled as probabilistic polynomial-time Turing 
machines. Each party generates a static public/secret key pair and the static public key is 
certificated by a certification authority. When we consider two parties Alice and Bob, Alice 
has static public key A  and Bob has static public key B . The certified public key, Â  ( B̂ ), 
binds the identity of the party, the static public key and its certificate. The precise certification 
procedure is dependent on its implementation, but we assume that if the key exchange protocol 
explicitly specifies the proof of knowledge for a part of the static public key, each party is 
required to prove the knowledge of a part of the corresponding static secret key by some 
method, e.g., by a zero-knowledge proof of knowledge or in an administrative manner, to 
obtain a certificate of the static public key. Otherwise, the certification authority only checks 
whether or not the static public key is included in the certain static public key space. As 
denoted in [13], here we only assume two conditions for the proof of knowledge (we do not 
assume any specific method for the proof):  
 



612                                                             Moriyama and Okamoto: An eCK secure Authenticated Key Exchange protocol 

1. There exists an efficient (or polynomial-time) measure using the corresponding party as a 
black-box to extract the secret key (with overwhelming probability). 

2. Any adversary obtains (information theoretically) no additional information via the 
process of the proof of knowledge if the corresponding party is honest (see the definition 
of `honest' later). 

 
When a key exchange protocol is executed, each party starts an instance of the protocol called 
a session. When Alice executes a key exchange protocol with Bob, she is activated by an 
incoming message: )ˆ,ˆ( BA  or ),ˆ,ˆ( YBA  where Y  denotes the ephemeral public key of Bob. If 
Alice receives )ˆ,ˆ( BA , she is called the initiator. Alice generates ephemeral public/secret key 
pair ),( xX and sends ),ˆ,ˆ( XAB  to Bob. When Bob receives ),ˆ,ˆ( XAB , he is called the 
responder. Bob generates ephemeral public/static key pair ),( yY  and responds with 

),,ˆ,ˆ( YXBA  to Alice. When an execution of the party is finished and outputs the session key, 
the session is said to be completed. Even if a party concurrently executes many sessions with 
many parties, each session is uniquely determined by the session identifier. The session 
identifier is in the form of ),,ˆ,ˆ,role( YXBA , which indicates that owner Alice who is activated 
as }responderinitiator,{role∈  executes a session with Bob. The ephemeral public key X  is 
included in the first message of the protocol (outgoing or incoming) and Y  is included in the 
second message. If there exists a session identifier in the form of ),,ˆ,ˆ,erol( YXAB′  against 

),,ˆ,ˆ,role( YXBA  where erolrole ′≠ , these sessions are said to be matching. 
The adversary, M , is modeled as a probabilistic polynomial-time Turing machine and 

controls all communications. The adversary activates parties with incoming messages via the 
Send(message), thereby controlling the activation of sessions. Furthermore, M  can issue the 
following queries. 
 
 EphemeralKeyReveal(SID ) – The adversary obtains the ephemeral secret key for the 

session SID . 
 SessionKeyReveal( SID ) – The adversary obtains the session key for the completed 

session SID . 
 StaticKeyReveal( PID ) – The adversary obtains the static secret key of party PID . 
 EstablishParty( ZPID, ) – The adversary registers a static public key Z  on behalf of party 

PID . The party is controlled by the adversary. 
 
If a party PID  is established by EstablishParty( ZPID, ) then we call the party dishonest. If a 
party is not dishonest, we call the party honest.  

  When adversary M  issues test query Test( *SID ), bit }1,0{←
U

b  is chosen. If 1=b , M  
receives the actual session key *SK  of the test session *SID . Otherwise, M  is given random 

key *R  where
*

}1,0{←
U* SK

R . Finally, M  outputs bit }1,0{∈′b  for the test query. To define 
the advantage of M , we need the notation of a fresh session given hereafter. 
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Definition 1: (fresh session of eCK security)   Let ),,ˆ,ˆ,role(:SID YXBA=  be the session 
identifier executed by honest parties Alice and Bob. We define the matching session of SID  
asSID , if it exists.  
We define session SID  to be fresh if none of the following conditions hold. 
1. M issues  

–   SessionKeyReveal(SID ), or 
–   SessionKeyReveal(SID ) (if SID  exists). 

2. If SID  exists, then M  issues  
–   Both StaticKeyReveal( Â ) and EphemeralKeyReveal(SID ), or 
–   Both StaticKeyReveal( B̂ ) and EphemeralKeyReveal(SID ). 

3. If SID  does not exists, then M  issues  
–   Both StaticKeyReveal( Â ) and EphemeralKeyReveal(SID ), or 
–   StaticKeyReveal( B̂ ). 

 
Definition 2: (eCK security)   Let test session *SID , where adversary M  issues Test ( *SID ), 
be fresh. Then, we define the advantage of M by 

[ ] 1Pr2:)(AdveCK −=′⋅= bbkM                                              (8) 
A key exchange protocol is eCK-secure if the following conditions hold. 
1. If two honest parties complete matching sessions, they compute the same session key. 
2. For any probabilistic polynomial-time adversary M , ( )kM

eCKAdv  is negligible in k .   

4. The NAXOS Trick 
The NAXOS trick is one of the implementation techniques proposed by LaMacchia, Lauter, 
and Mityagin [4] to construct an eCK-secure key exchange protocol. In a typical key exchange 
protocol, ephemeral public key X  is computed by xgX =:  and x  is the ephemeral secret key. 
If adversary M  issues an ephemeral key reveal query to the session, M  can directly obtain x , 
which is the exponent of X . 

On the other hand, the NAXOS trick specifies that ephemeral public key X  is computed 
by xgX

~
:= , where x~  is the hashing of ephemeral secret key x  and static secret key a , i.e., 

),(:~ axHx = . The hashed value, x~ , is not stored as the ephemeral secret key but is computed 
each time when required. So, adversary M  cannot directly obtain the exponent of X , even if 
M  issues an ephemeral key reveal query.  
This trick is adopted by many of the existing eCK-secure key exchange protocols 
[4][5][6][7][8]. However, this technique does not work in some realistic settings such as 
side-channel attacks. For example, x~  with xgX

~
:=  may be revealed to an adversary through 

up-to-date power-analysis. Therefore, an eCK-secure protocol based on the NAXOS trick may 
be vulnerable (in the sense of the eCK security) to some realistic side-channel attacks. 

5. The Proposed Protocol 
We propose an eCK-secure key exchange protocol that does not use the ``NAXOS trick.'' 
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5.1 Protocol 

Let Nk∈ be a security parameter and kGG }{
U
←  be a group that has prime order q  with 

kq = . Set 2U

21 ),( Ggg ← . Let k}H{  be a CR hash function family and khh H}{,
R

21 ←  be an 

index of CR hash function HH
i

RDk
hiH ,,H:=  (for }2,1{=i ), where 62)(: GD kH ×Π= , qH ZR =:  

and kΠ  denotes the space of certified static public keys. Let F  be a π PRF family and 
FFF RDkF ,,,F: Σ=  where GF =Σ : , 62)(: GD kF ×Π=  and k

FR }1,0{:= . The system parameter of 
the proposed AKE protocol is )( 2121 ,F,H,H,gG,g . 

Party Alice selects static secret key 5U

41 )(),,,( qZaaa ←  and computes static public key 

),,,(:),,,( 2121214321
4321 aaaaaa ggggggAAAA = . Similarly, Bob selects static secret 

key ),,,( 41 bbb   5U
)( qZ←  and computes static public key 

),,,(:),,,( 2121214321
4321 bbbbbb ggggggBBBB = . 

In this protocol, a party is required to prove the knowledge of a part of the static secret key, 
from the first component to the fourth component (e.g., ),,( 41 aa   (see Section 2 for the proof 
of knowledge).  

When the proposed key exchange protocol between initiator Alice and responder Bob is 
executed,  
Alice performs the following procedure to establish a session key with party Bob. 

1. Select ephemeral secret key qZxx
U

3),( ←  and compute the ephemeral public key 

2. Compute ephemeral public key ),,(:),,( 3
121321
xxx gggXXX = . 

3. Send ),,,ˆ,ˆ( 321 XXXAB  to Bob. 
Upon receiving ),,,ˆ,ˆ( 321 XXXAB , Bob checks that 3

321 ),,( GXXX ∈ . If the condition 
holds, Bob executes the following procedure. 

1. Select ephemeral secret key qZyy
U

3),( ← .  

2. Compute ephemeral public key ),,(:),,( 3
121321
yyy gggYYY = . 

3. Send ),,,,,,ˆ,ˆ( 321321 YYYXXXBA  to Alice. 

Upon receiving ),,,,,,ˆ,ˆ( 321321 YYYXXXBA , Alice checks if she sent ),,,ˆ,ˆ( 321 XXXAB  to 
Bob and verifies that 3

321 ),,( GYYY ∈ . 
After the verification step, Alice computes  

( ) ( ) 34231
3214231: xa)β(xaxαaaαaa

A YBBBYBYK +++ +=                                       (9) 
and outputs session key )(: sFSK

AKA = , where ),,,,,,ˆ,ˆ(: 321321 YYYXXXBAs = , 
)(: 1 sH=α  and )(: 2 sH=β . Here, s  is specified as the remaining part of the initiator's 

session identifier except the role part `initiator’. In a similar way, Bob computes  
    ( ) ( ) 34231

3214231: yb)(ybybbbb
B XAAAXAXK +++ += αββ                                  (10) 

and outputs session key )(: sFSK
BKB = . 

 
This construction is a variant of the Okamoto protocol [7], but the proposed protocol does not 
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require the NAXOS trick. Instead, we add ),,,( 4343 BBAA  to the static public key and use 
them in the computation for the session key to satisfy the eCK security model. In [13], the 
authors add more extra information ),,,(:),,,( 87658765

212121216565
bbbbaaaa ggggggggBBAA =  to the 

static public key. The exchanged messages between the two parties are the same as those 
above but the computation of the session key is more complicated; that is, Alice computes  

AK   as 386754231
365432121: xaaaaaaxxaaaa

A YBBBBBBYYK χχχβαα +++ += . This computation ensures that 
Alice’s ephemeral secret key x  and static secret key a  are used for the independent static 
secret key of Bob ( ),( 21 BB and ),( 43 BB ). Instead, the cost for computing the session key is 
less efficient than the original Okamoto protocol (see Section 6). In contrast, the proposed 
protocol in this paper does not require such independence and the computational  cost for the 
session key is equivlent to that in the Okamoto protocol. Nonetheless, we show that the 
proposed protocol is provably secure in the eCK security model.   

 
 
                              Alice                                                                      Bob 
 

5U

41 )(),,,( qZaaa ←                                                     5U

41 )(),,,( qZbbb ←  

),,,(:),,,( 2121214321
4321 aaaaaa ggggggAAAA =                   ),,,(:),,,( 2121214321

4321 bbbbbb ggggggBBBB =  
 

qZxx
U

3),( ←  

),,(:),,( 3
121321
xxx gggXXX =  

),,,ˆ,ˆ( 321 XXXAB  
                                                          →                ?),,( 3

321 GXXX ∈  

qZyy
U

3),( ←  

 ←     ),,(:),,( 3
121321
yyy gggYYY =  

3
321 ),,( GYYY ∈ ?                         ),,,,,,ˆ,ˆ( 321321 YYYXXXBA  

 
)(:),(: 21 sHsH == βα                                                               )(:),(: 21 sHsH == βα   

),,,,,,ˆ,ˆ(: 321321 YYYXXXBAs =                                            ),,,,,,ˆ,ˆ(: 321321 YYYXXXBAs =  
( ) ( ) 34231

3214231: xa)β(xaxαaaαaa
A YBBBYBYK +++ +=         ( ) ( ) 34231

3214231: yb)(ybybbbb
B XAAAXAXK +++ += αββ  

)(: sFSK
AKA =                                                                                   )(: sFSK

BKB =  
 

Fig. 1. The Proposed Protocol. 

5.2 Security 

Theorem 1:   Suppose that the DDH assumption holds for NkkG ∈}{ , F  is the π PRF family 
with index NkGGG k

f ∈∈ ,}{G },I{  where GI := {( dVU ,, ) | ( dVU ,, ) qZG ×∈ 2 } and 

),,(: dVUfG  VU drr 21+→  with 2U

21 ),( qZrr ← , and H is the CR hash function family. Then the 
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proposed AKE protocol is eCK-secure (in the sense of Definition 2). 
 
It is clear that the first condition of Definition 2 holds since we have 

( ) ( ) ))((
2

))((
1214231

42314231 αaabyaabyb)(ybyαaaαaa ggAABYBY ++ ++++++ == αα ,                (11) 
( ) ( ) ))((

2
))((

1423121
42314231 bbaxbbaxbbbba)β(xax ggAXAXBB ββββ ++ ++++++ == , and           (12) 

3333
133

yxyx gXY == .                                                     (13) 
 Thus, we will prove that the second condition of Definition 2 holds under the assumptions. 

We consider that the adversary chooses the test session between owner Alice and Bob. 
Without loss of generality, we assume the role of Alice at the test session is the initiator and 
we use the following notation: 
 
     – ),,,( 4321

**** aaaa : the static secret key of Alice 

     – ),,,(:),,,(
***

4
*
3

*
2

*
1

2121214321
aaaaaa**** ggggggAAAA = : the static puclic key of Alice 

     – ),,,(:),,,(
***

4
*
3

*
2

*
1

2121214321
bbbbbb**** ggggggBBBB = : the static public key of Bob 

     – ),( *
3

* xx : the ephemeral secret key of Alice in the test session 

     – ),,(:),,(
*
3

**

121321
xxx*** gggXXX = : the ephemeral public key of Alice in the test session 

     – ),,( 321
*** YYY : the ephemeral public key Alice received during the session 

     – ),,,,,,ˆ,ˆ,initiator(:SID *
3

*
2

*
1

*
3

*
2

*
1

* YYYXXXBA= : the session identifier in the test session 
The session key of test session *sid  is computed by 

1. Set ),,,,,,ˆ,ˆ(: *
3

*
2

*
1

*
3

*
2

*
1

* YYYXXXBAs = . 
2. Compute )(: *

1
* sH=α  and )(: *

2
* sH=β . 

3. Compute 
*
3

******
4

*
2

*
3

**
1 )()()()()(: *

3
)(*

2
*
1

**
4

*
2

*
3

*
1

* xaxaxaαaaαa
A YBBBYBYK ++++= β . 

4. Compute )(: **
* sFSK
AKA = . 

  To estimate the advantage of the adversary, we consider the following cases in which the 
adversary can obtain the secret information through oracle queries. Note that these cases are 
sufficient to prove the eCK security. 
When there exists a matching session 

*
SID  of test session *SID , 

C1.  M  issues both EphemeralKeyReveal( *SID ) and EphemeralKeyReveal(
*

SID ). 
C2.  M  issues both EphemeralKeyReveal( *SID ) and StaticKeyReveal( B̂ ). 
C3.  M  issues both StaticKeyReveal( Â ) and EphemeralKeyReveal(

*
SID ). 

C4.  M  issues both StaticKeyReveal( Â ) and StaticKeyReveal( B̂ ). 
When there exists no matching session 

*
SID  of test session *SID , 

C5.  M  issues EphemeralKeyReveal( *SID ). 
C6.  M  issues StaticKeyReveal( Â ). 

 
We provide the two propositions to facilitate the security proof of the proposed protocol. 
 
Proposition 1:   If adversary M  breaks the security of the proposed protocol in Case C3, then 
there exists adversary M ′  who can achive a successful attack in Case C2. 
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Proof.  We briefly sketch the security reduction as follows. M ′  runs M  and responds all the 
oracle queries except the test session. When M  issues the test query to *SID , M ′  selects the 
matching session 

*
SID  as the test session. When M ′  receives the real session key or random 

key, M ′  sends it to M . If M  outputs a bit, M ′  outputs the same bit. Note that M ′  can issue 
EphemeralKeyReveal( *SID ) since *SID  is the matching session to the test session from the 
view point of M ′ . So M ′  can correctly respond to all the queries issued by M . Therefore, if 
M  breaks the security of the proposed protocol in Case C3, M ′  wins the game with 
non-negligible probability.  
 
Proposition 2:   If an adversary M  breaks the security of our protocol in Case C1 (C2), then 
there exists an adversary M ′  that can successfully attack in Case C5 (C6). 
 
Proof.  This proof is similar to the previous one. When M  issues the test query to *SID , M ′  
selects the session in the form of ),,,,ˆ,ˆ,initiator(:DSI **

3
*
2

*
1 YXXXBA=′  where *Y  is 

generated by M ′ . When M ′  receives the real session key or random key, M ′  sends it to M . 
If M  outputs a bit, M ′  outputs the same bit. M ′  can respond to any oracle query issued by 
M  since the restricted oracle queries between M  and M ′  are equivalent. Therefore, M ′  
breaks the security of the proposed protocol in Case C5 (C6) if wins the game in Case C1 
(C2). 
 
  To complete the proof of Theorem 1, we must provide the security proofs for six cases. 
However, from Propositions 1 and 2, the security proofs for Cases C1, C2 and C3 can be 
omitted if we can describe the security proofs for Cases C5 and C6. Furthermore, one can 
easily obtain the security proof for Case 6 if ),( *

4
*
3 AA  in the proof for Case 5 is replaced 

by ),( *
2

*
1 XX  in the proof for Case 6, where ),,,( 2121

**** BBXX  corresponds to ),,,( 2143
**** BBAA  

in our proof technique. The other gap between them is that the proof of knowledge used in the 
proof for Case 5 is not necessary in Case 6, i.e., a game corresponding to Game 2-3 can be 
omitted in Case 6. The reduction efficiency for Case 6 is almost equivalent to that for Case 5. 
  Therefore, we prove the advantage of the adversary is negligible in k  even if Cases C4 and 
C5 occur, respectively. 
 
Case C4: 

We proceed in games, starting with Game 1-0 which is the original eCK game between a 
challenger and adversary 1M , the challenger simulates all honest parties and the answer of the 
test query. In each Game i , we define iAdv  as the advantage in which the adversary wins the 
game. 
 
Game 1-0.   This is the original eCK game with adversary 1M  in Case C4. Hence we have 

)(AdvAdv eCK
01 1

kM=− . 
Game 1-1.   The challenger proceeds as Game 1-0 but aborts the game if it does not correctly 
guess the test session.  
Game 1-2.   We modify Game 1-1 by changing the value of 

*
3)( *

3
xY  to a random element 

G
U
←δ . 
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Game 1-3.   We change Game 1-2 to Game 1-3 by changing PRF F  to a random function RF  
for test query Test( *SID ).  
 
We evaluate the relations between the game transformations using the following claims. 
 
Claim 1.   We have  

11
2

01 Adv)()(Adv −− ⋅≤ kqkn a .                                              (14) 
 
Proof. Suppose that 1M  activates at most )(kqa  sessions for each )(kn  party. The challenger 
uniformly selects the owner of test session Â  and peer B̂  in )(kn  parties, and guesses 
that Â 's i -th session will be chosen as the test session in advance. Then the probability that the 
challenger correctly guesses the test session is at least )()(1 2 kqkn a . Therefore, 

11
2

01 Adv)()(Adv −− ⋅≤ kqkn a . 
 
Claim 2.   There exists a probabilistic algorithm 1S  such that  

)(AdvAdvAdv DDH
2111 1

kS≤− −− .                                            (15) 
 
Proof.   If the adversary distinguishes Game 1-2 from Game 1-1 with non-negligible 
probability, we can construct an algorithm 1S  that solves the DDH problem. 

For a given DDH instance ),,,,(: zwvuG=ρ , where )(
U

kD←ρ  or )(
U

kR←ρ , 1S  sets 
ug =:1  and chooses all parameters as Game 1-1 except *

3X  and *
3Y . 1S  sets vX =:*

3  and 
wY =:*

3  as the ephemeral public key at the test session and the matching session, respectively. 
If 1M  issues the test session, the challenger responds with the session key using 

 ( ) ( ) ( ) ( ) zBBBYBYK
axaxaαaaαa

A ⋅=
++++ )(*

2
*
1

**
4

*
2

*
3

*
1

*
******

4
*
2

*
3

**
1:

β .                          (16) 
When 1M  outputs a guess b′ , 1S  outputs 1 iff bb =′  holds.  

If ( )kD
U
←ρ , the advantage of 1S  in this simulation is equivalent to that in Game 1-1, since 

*
3

*
3 )()( *

3
*

3
yx XYz ==  where 

*
3:*

3
xgX =  and 

*
3:*

3
ygY = . Otherwise, the advantage of 1S  is the 

same as that in Game 1-2 because )(
U

kR←ρ  and Gz
U
←  hold.  

Therefore, we obtain )(AdvAdvAdv DDH
2111 1

kS≤− −− . 
 
Claim 3.   There exists a probabilistic algorithm 2S  such that  

)(AdvAdvAdv PRF
,F3121 2

kS≤− −− .                                              (17) 
 
Proof.   If the adversary distinguishes Game 1-3 from Game 1-2 with non-negligible 
probability, we can construct algorithm 2S  that breaks the PRF function (in this case, π PRF 
property is not needed).  
   Given oracle access to F  or truly random function RF , 2S  selects all parameters as Game 
1-2 and proceeds with the game except for the computation of test query Test( *SID ). When 
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1M  issues a test query to *SID , 2S  issues *SID  to the oracle and responds with the value to 
the adversary. When 1M  outputs guess b′ , 2S  outputs 1 iff bb =′  holds. 
   If the oracle is F , the advantage of 2S  in this simulation is equivalent to that in Game 1-2 
because *

AK  is uniformly random and the session key of the test session is indistinguishable 
from that of )SID( *

*
AKF . Otherwise, the advantage of 2S  is the same as that in Game 1-3 

because RF  is a random function. Therefore, we obtain )(AdvAdvAdv PRF
,F3121 2

kS≤− −− . 
It is obvious that 0Adv 31 =− , and we obtain 

( ))(Adv)(Adv)()()(Adv PRFDDH2eCK
211

kkkqknk SSaM +≤ .                          (18) 
 
Case C5: 

Before describing the security proof, we consider sessions between Â  and )(ˆ iC  
( )(,,1 kqi a= ) and we use the following notations.  
 
     -- ),( )(

3
)( ii xx : Â ’s ephemeral secret key in the session 

     -- ),,(:),,(
)(

3
)()(

121
)(

3
)(

2
)(

1
iii xxxiii gggXXX = : the ephemeral public key of Â  in the session 

     -- ),,( )(
3

)(
2

)(
1

iii ZZZ : the ephemeral public key of Â  received during the session 
     -- ),,,( )(

4
)(

3
)(

2
)(

1
iiii CCCC : )(ˆ iC ’s static public key 

     -- )(SID i
A : Â ’s session identifier in the session 

 
The session key at )(SID i

A  is computed by using the variables below: 
 ),,,,,,ˆ,ˆ(: )(

3
)(

2
)(

1
)(

3
)(

2
)(

1
)()( iiiiiiii

A ZZZXXXCAs = , )(: )(
1

)( i
A

i
A sH=α  and )(: )(

2
)( i

A
i

A sH=β  (if Â  
is the initiator). 

 ),,,,,,ˆ,ˆ(: )(
3

)(
2

)(
1

)(
3

)(
2

)(
1

)()( iiiiiiii
A XXXZZZACs = , )(: )(

1
)( i

A
i

A sH=α  and )(: )(
2

)( i
A

i
A sH=β  (if Â  

is the responder). 
 ( ) )(

3
*)()(*)(*

4
)(*

2
*
3

)(*
1 )()()()()(: )(

3
)(

2
)(

1
)(

4
)(

2
)(

3
)(

1
)( iii

A
ii

A
i

A xiaxiaxiaαaiiaαaiii
A ZCCCZCZK ++++= β . 

 
These variables are used in the game sequence in Game 2-3. 

Similarly, we consider sessions between B̂  and )(ˆ iD  ( )(,,1 kqi a= ) and we use the 
notations below. 
 
     -- ),( )(

3
)( ii yy : B̂ ’s ephemeral secret key in the session 

     -- ),,(:),,(
)(

3
)()(

121
)(

3
)(

2
)(

1
iii yyyiii gggYYY = : the ephemeral public key of B̂  in the session 

     -- ),,( )(
3

)(
2

)(
1

iii WWW : the ephemeral public key B̂  received during the session 
     -- ),,,( )(

4
)(

3
)(

2
)(

1
iiii DDDD : )(ˆ iD ’s static public key 

     -- )(SID i
B : B̂ ’s session identifier in the session 

 
The session key at )(SID i

B  is computed using the variables below. 
 ),,,,,,ˆ,ˆ(: )(

3
)(

2
)(

1
)(

3
)(

2
)(

1
)()( iiiiiiii

B WWWYYYDBs = , )(: )(
1

)( i
B

i
B sH=α  and )(: )(

2
)( i

B
i

B sH=β  (if B̂  
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is the initiator). 
 ),,,,,,ˆ,ˆ(: )(

3
)(

2
)(

1
)(

3
)(

2
)(

1
)()( iiiiiiii

B YYYWWWBDs = , )(: )(
1

)( i
B

i
B sH=α  and )(: )(

2
)( i

B
i

B sH=β  (if B̂  
is the responder). 

 
)(

3
*)()(*)(*

4
)(*

2
*
3

)(*
1 )()()()()(: )(

3
)()(

2
)(

1
)(

4
)(

2
)(

3
)(

1
)( iii

B
ii

B
i

B yibyibyibαbiibαbiii
B WDDDWDWK ++++= β . 

 
   Now, we proceed in games with adversary 2M  as follows. 
In each Game i , we define iAdv  as the advantage in which the adversary wins the game. 
 
Game 2-0.   This is the original eCK game with adversary 2M  in Case C5. Hence we 
have )(AdvAdv eCK

02 2
kM=− . 

Game 2-1.   The challenger proceeds as Game 2-0 but aborts the game if it does not correctly  
guess the test session in Game 2-1.  
Game 2-2.   We modify Game 2-1 to Game 2-2 by changing the value of )(*

2
*
1

*****
)()( axax BB ++ β  

to 
*
4

**
2

*
3

**
1 )()( *

4
*
2

*
3

*
1

bbbb AXAX ββ ++  in the computation process of *
AK . 

Game 2-3.   We modify Game 2-2 to Game 2-3 by changing the value of 
)()(

2
)(

1
*)()(*)(

)()( axiaxi ii
A

i
CC ++ β  to 

)(
4

)()(
2

)(
3

)()(
1 )()( *

4
)(

2
*
3

)(
1

ii
A

iii
A

i ccicci AXAX ββ ++  in the computation process 
of )(i

AK , where ),,,( )(
4

)(
3

)(
2

)(
1

iiii cccc  is the static secret key of ),( )(
2

)(
1

ii CC . 
Game 2-4.   We modify Game 2-3 to Game 2-4 by changing DH tuple 

)(),,,,(
U*

4
*
321 kDAAggG ←  to random tuple )(),,,,(

U*
4

*
321 kRAAggG ← . 

Game 2-5.   We proceed as Game 2-4 but abort the game if 2M  establishes session )(SID i
B  

such that )()( )(
1

*
1

i
BsHsH =  or )()( )(

2
*

2
i

BsHsH = . 
Game 2-5.   We modify Game 2-5 to Game 2-6 by changing the π PRF function F  to a 
random function RF for test query Test( *SID ). 
 
We evaluate the relations between pairs of advantages. 
 
Claim 4.   We have  

12
2

02 Adv)()(Adv −− ⋅≤ kqkn a .                                            (19) 
 
Proof.   This transformation is the same as that in Game 1-1 in the security proof for Case C4. 
Then we have 12

2
02 Adv)()(Adv −− ⋅≤ kqkn a . 

 
Claim 5.   We have  

2212 AdvAdv −− = .                                                       (20) 
 
Proof.   It is clear that this change is purely conceptual, hence 2212 AdvAdv −− = . 
 
Claim 6.   We have  

)(AdvAdv 3222 kε+= −−                                                (21) 
where )(kε  is negligible in k . 
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Proof.   When 2M  establishes party )(ˆ iC , 2M  is required to prove the knowledge of 
),,,( )(

4
)(

3
)(

2
)(

1
iiii cccc  in the public key certification process. Due to the conditions of the proof of 

knowledge (Section 3), the simulator (challenger) can obtain ),,,( )(
4

)(
3

)(
2

)(
1

iiii cccc  with 
overwhelming probability. 

Since this change is purely conceptual, we obtain )(AdvAdv 3222 kε+= −−  where )(kε  is 
negligible in k . 
 
Claim 7.   There exists a probabilistic polynomial-time algorithm 1S  such that  

)(AdvAdvAdv DDH
4232 1

kS≤− −− .                                              (22) 
 
Proof.   If the adversary distinguishes Game 2-4 from Game 2-3 with non-negligible 
probability, we can construct algorithm 1S  that solves the DDH problem.  

For a given DDH instance ),,,,(: zwvuG=ρ , where )(
U

kD←ρ  or )(
U

kR←ρ , 1S  sets 
ug =:1 , vg =:2  and chooses all parameters as Game 2-2 except *

3A  and *
4A . 1S  sets wA =:*

3  
and zA =:*

4 . 1S  proceeds with the game and outputs 1 iff 2M  correctly guesses b′ . 

If ( )kD
U
←ρ , the advantage of 1S  in this simulation is equivalent to that in Game 2-3. If 

( )kR
U
←ρ , the advantage of 1S  in this simulation is equivalent to that in Game 2-4. Therefore, 

we have )(AdvAdvAdv DDH
4232 1

kS≤− −− . 
 
Claim 8.   There exists probabilistic polynomial-time algorithm 2S  such that  

)(AdvAdvAdv CR
,H5242 2

kS≤− −− .                                               (23) 
 
Proof.   Here we can assume that the matching session of test session *SID  does not exists. 
Hence we have )(* i

Bss ≠ for any i . Then, if the collision event does not occur, Game 2-5 is 
equivalent to Game 2-4. When the event does occur, we can easily construct algorithm 2S  that 
breaks the CR hash function by outputting ),( )(* i

Bss . Hence we obtain 
)(AdvAdvAdv CR

,H5242 2
kS≤− −− . 

 
Claim 9.   There exists a probabilistic polynomial-time algorithm 3S  such that  

qkS 4)(AdvAdvAdv PRF
,F6252 3

+≤− −−
π .                                             (24) 

 
Proof.   To prove Claim 9, we consider two cases for each session )(SID i

B . 
 

Case (i). )(),,,,( )(
4

)(
2

)(
3

)(
121 kDDWDWggG iiii ∈ . That is, there exists q

i Zw ∈)(  such that 
)(

1
)(

3
)(

1
iwii gDW =  and 

)(

2
)(

4
)(

2
iwii gDW = . 

Case (ii). )(),,,,( )(
4

)(
2

)(
3

)(
121 kDDWDWggG iiii ∉ . 
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The probability that )(),,,,( )(
4

)(
2

)(
3

)(
121 kDDWDWggG iiii ∉  and 11 ≠g , 12 ≠g , 21 gg ≠  is at 

least q41−  because these are uniformly selected from )(kR .  
Then, ),,,( )(**

2
*
1

i
BA KKBB  are denoted by the following equations: 

)(modlog *
2

*
1

*
11

qbbBg η+≡                                              (25) 

)(modlog *
4

*
3

*
21

qbbBg η+≡                                              (26) 

)(mod))(())((log *
4

**
2

*
0

**
3

**
1

***
1

qbbaxbbaxK Ag δβηβ ++++++≡              (27) 

)(mod)()(log *
4

)(*
2

)(
0

*
3

)(*
1

)()(
1

qbbwbbwK i
B

ii
B

ii
Bg γβηβ ++++≡                    (28) 

where η
12 gg = , 

*

1
*
3

agA = , 
*
0

2
*
4

agA = , 
)(

1
)(

3
)(

1
iwii gDW = , 

)(
0

2
)(

4
)(

2
iwii gDW = , 

*
3

*
4

**
2

*
3

**
1 )()()( *

3
*
4

*
2

*
3

*
11

xaaaa YBYBYg ααδ ++=  and 
)(

3
)*)(()(

*)(
)()()( )(

3
)(

2
)(

11
ibiyi

Bai yiibyi WDDg
+

+=γ . 
   If Case (i) occurs, )(i

BK  is independent from *
AK  for any )(,,1 kqi a=  since 

)(mod)()(log *
4

)(*
2

)(*
3

)(*
1

)()(
1

qbbwbbwK i
B

ii
B

ii
Bg βηβγ +++≡−                      (29) 

is linearly dependent on *
11

log Bg  and *
21

log Bg , while *
1

log Ag K  is linearly independent from 
*
11

log Bg  and *
21

log Bg . On the other hand, if Case (ii) occurs, we can obtain 44×  matrix 







































++++
≡





















−
−

*
4

*
3

*
2

*
1

)(
0

)()()()(
0

)(

*
0

******
0

***

)(

*

*
2

*
1

)()()(
100

001

log
log

log
log

1

1

1

1

b
b
b
b

wwww
axaxaxax

K
K

B
B

ii
B

ii
B

iii
Bg

Ag

g

g

ηββη
ηββη

η
η

γ
δ

 (mod q )   (30) 

from Eqs. (17)-(20). This 44× matrix is regular if  
)(mod0))()(( )(*)()(

0
**

0
2 qwwaa i

B
ii ≡−−− ββη                                 (31) 

does not hold, so *
AK  is independent from )(i

BK  since **
0 aa ≠ , )(*

0
iww ≠  and )(* i

Bββ ≠  hold 
with probability at least q41− . 

Now, we construct algorithm 3S  that breaks π PRF function F  with index 

{ } NkGGG k
f ∈∈ }{G ,I , where GI := {( dVU ,, ) | ( dVU ,, ) qZG ×∈ 2 } and VUdVUf drr

G
21),,(: +→   

with ( ) 2U

21, qZrr ←  if the adversary distinguishes Games 2-5 and 2-6 with non-negligible 

probability. 3S  selects all parameters including qZ
U
←η  such that η

12 gg = , and sets 

,:,: *
4

*
32

*
2

*
11 bbbb ηθηθ +=+=  

,)(:,)(: )(
3

)(
1

)(
4

)(
2

*
3

*
4

* ηη iiii
i DWDWUAAU ==  

*
32

*
1

**
4

**
2

*
3

**
1 )()()()(: *

3
*
31

*
4

*
2

*
3

*
1

* xxaaaa YAgBYBYV θβθαα +++= , and 
)(

32
)(

1
)*)(()(

*)(
)()()()(: )(

3
)(

3
)(

1
)(

2
)(

1
ii

B
biyi

Bai yiiiibyi
i WDWDDV θβθ ++

+

= . 
Algorithm 3S  sets ),(:),( *

4
*
221 bbrr = , and applies the index, ∈= ),,(|),,{(: dVUdVUIG  

}2
qZG ×  and Gf : VUdVU drr 21),,( +→ . Then, *

),,( *** AVU K=βσ  and )(
),,( )(

i
BVU Ki

Bii
=βσ for 

)(,,1 kqi a= . Then 3S  sends ),,( *** βVU  and  ),,( )(i
Bii VU β  ( )(,,1 kqi a= ) to the oracle 

),( GIF  or RF . When 2M  outputs guess b′ , 3S  outputs 1 iff bb =′  holds. 
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If the oracle is ),( GIF , the simulated game is equivalent to Game 2-5. If the oracle is RF , 
the simulated game is equivalent to Game 2-6. Therefore, we obtain  

qkS 4)(AdvAdvAdv PRF
,F6252 3

+≤− −−
π . 

 
   It is clear that 0Adv 62 =− , and we obtain 

( ))(4)(Adv)(Adv)(Adv)()()(Adv PRF
,F

CR
,H

DDH2eCK
3212

kqkkkkqknk SSSaM επ ++++≤ .       (32) 

6. Performance 
In Table 1, we compare the efficiency and security of the proposed protocol with several 
existing eCK-secure AKE protocols, CMQV [5], Sarr et. al. [12], Okamoto [6], and 
Moriyama-Okamoto [13]. In the table, `exps.' denotes exponentiations in G , `SK' denotes 
secret key, `PK' denotes public key, and `ROM' denotes the random oracle model. 

Table 1. Comparison with Existing eCK-secure AKE Protocols 

 [5] [12] [6] [13] Proposed 
Static PK 1 element 1 element 2 elements 6 elements 4 elements 
Static SK 1 element 1 element 4 elements 9 elements 5 elements 
Ephemeral PK 1 element 1 element 3 elements 3 elements 3 elements 
Ephemeral SK 1 element 1 element 2 elements 2 elements 2 elements 
Computationa
l 
complexity 

2.0 exps. 2.0 exps. 3.7 exps. 5.0 exps. 3.7 exps. 

Implementatio
n trick 

NAXOS - NAXOS - - 

Assumptions GDH GDH DDH,CR, 
π PRF 

DDH,CR,  
π PRF 

DDH,CR,  
π PRF 

Random orcle Yes Yes No No No 
 

In evaluating of the computational complexity, we take into account the standard binary 
method and simultaneous multiple exponentiation algorithm to compute an exponentiation 
with multiple bases. An exponentiation with   bases costs about 2  multiplications for 
precomputation and )212( −q multiplications on average. When we compute xgX 11 :=  and 

3
13 : xgX = , it requires less than two exponentiations. Since they can share base 1g , k  square 

operations k
ggg 222

1
2
1 ,,)(,   are also shared in the standard binary method where 3xxk == . 

Therefore, the computational costs for 1X  and 3X  are equivalent to that of around 1.3 
( kk 5.12≈ ) exponentiations in G . 

Here we ignore the cost for the test of whether or not an element is in G , since an elliptic 
curve (ECC) implementation for the underlying group is the most efficient in practice and the 
cofactor in the ECC case is usually very small (or nothing). 

7. Conclusion 
This paper presented an efficient eCK-secure key exchange protocol without random oracles 
that does not rely on the NAXOS trick. The proposed protocol is faster than that in [13] and 
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each party can compute the common session key as efficient as that in [6], although the 
protocol in [6] relies on the NAXOS trick.  
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