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#### Abstract

With the progress of IT and mobile positioning technologies, various types of location-based services (LBS) have been proposed and implemented. Finding a shortest path between two nodes is one of the most fundamental tasks in many LBS related applications. So far, there have been many research efforts on the shortest path finding problem. For instance, A* algorithm estimates neighboring nodes using a heuristic function and selects minimum cost node as the closest one to the destination. Pruning method, which is known to outperform the A* algorithm, improves its routing performance by avoiding unnecessary exploration in the search space. For pruning, shortest paths for all node pairs in a map need to be pre-computed, from which a shortest path container is generated for each edge. The container for an edge consists of all the destination nodes whose shortest path passes through the edge and possibly some unnecessary nodes. These containers are used during routing to prune unnecessary node visits. However, this method shows poor performance as the number of unnecessary nodes included in the container increases. In this paper, we focus on this problem and propose a new border line-based pruning scheme for path routing which can reduce the number of unnecessary node visits significantly. Through extensive experiments on randomly-generated, various complexity of maps, we empirically find out optimal number of border lines for clipping containers and compare its performance with other methods.
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## 1. Introduction

There have been many research efforts to solve the shortest path finding problem for graphs and maps. As one of the well-known solutions to the problem, Dijkstra's algorithm finds shortest paths from one node to all the other nodes in the map based on a breadth first search [1]. However, this algorithm may not be appropriate if the goal is to find a shortest path between two specific nodes. Many approaches such as goal directed search, bidirectional search, multi-level map, and pruning have been proposed to handle this problem [2].
The popular A* algorithm performs a goal directed search based on a best-first search paradigm $[3][4][5][6]$. This algorithm estimates neighboring nodes using a heuristic function and selects one as the closest node to the destination. This improves the search speed by a factor of roughly 1.5 compared to the Dijkstra's algorithm [7].
The bidirectional approach searches the shortest path from the source to the destination and from the destination to the source simultaneously [9][10][11]. Using this method, the search time can be reduced by a factor of 2 [8].

The performance of shortest path finding algorithms can be also improved by reducing their search space. For example, in the multi-level map method, higher level maps contain fewer nodes than lower level ones, which mean that there are fewer nodes to consider at once. This approach improves the search speed by a factor of $11[11][12][13][14]$.
In order to prune unnecessary search space, shortest path container has been proposed for each edge of the map to provide routing information as to whether the edge has to be exploited for the shortest path. To construct such shortest path containers, we first need to pre-compute the shortest paths for all node pairs in the map. After that, for each edge, we collect nodes whose shortest path has this edge. So far, various types of shortest path container have been investigated including circle, ellipse and rectangle. Among them, rectangle called Minimum Bounding Rectangle (MBR) was most popular. It was reported that the MBR can improve the search speed by factors in the range between 10 and 20 [15].
There have been several attempts to combine these methods for better performance. For example, the shortest path containers could achieve speedup factors in the range from about 0.5 to 30 when combined with other algorithms. Except with the multi-level map method, its speedup factor is at least 5 . On the other hand, the other algorithms and their combinations show the speedup factor in the range from about 0.5 to 5 [2].
According to [2], the shortest path containers method showed the best result as stand-alone and combining speed-up techniques. However, its pruning method would take more time in computing a shortest path than the $\mathrm{A}^{*}$ algorithm. In this paper, we investigate this problem and propose a new border-line based pruning method for shortest path containers to reduce the search time significantly.
This paper is organized as follows. In Section 2, we introduce the shortest path containers method briefly and explain the false hit problem in its pruning. In Section 3, we describe how to construct border lines for better pruning. In Section 4, we present some experimental results and finally, in the last section, we conclude this paper.

## 2. Shortest Path Containers

### 2.1 Pruning Methods

Intuitively, if we have a database of pre-computed shortest paths for all node pairs, then the shortest path problem can be reduced to just finding an entry for the path from the database using two nodes as indices. However, this approach might suffer from a storage space problem. For example, if there are N nodes in a map, its storage requirement is much greater than $\mathrm{N}^{2}$. In the shortest path containers method, such information can be stored in a space-efficient way. Each pre-computed shortest path consists of several edges. For each edge, a container is constructed to enclose all the destination nodes whose shortest path includes the edge. Usually, geometric objects such as rectangles are used for containers. This way, the storage requirements can be reduced to $O(E)$ where $E$ is the number of edges in a map.
There are many different types of shortest path containers such as disk center at the tail, ellipse, angular sector, minimum bounding rectangle, convex hull, and so on. Among them, the convex hull is the best container in terms of the number of unnecessary node visits. In fact, experimental results in [15] show that the convex hull minimizes the number of visited nodes. On the other hand, the MBR is best with respect to the search time.

While computing a shortest path between two nodes, these containers are used for pruning edges that will not lead to the destination. In Dijkstra's algorithm, starting from the source node, the neighboring nodes with smallest costs are visited in turn till it arrives at the destination. We can identify edges that lead to the destination from the shortest path containers and thus avoid unnecessary node visits. The containers are geometric objects, and edges that lead to the destination are easily identified by checking whether or not the containers include the destination. Compared to the convex hull, the MBR is much faster in check this and thus gives the best search time even if its pruning power is worse than that of the convex hull. In fact, it is already proved that the shortest path found by this pruning method is always same as the one obtained by Dijkstra's algorithm [15]. In this paper, we call this method MBR-based pruning.

### 2.2 False Hits in Pruning

The routing time of the shortest path containers method is largely dependent on the shape of the shortest path container. First, the MBR is a good choice in this aspect. The MBR of an edge $e$ is a minimum rectangle enclosing all the nodes whose shortest paths pass through the edge $e$. Such nodes can be found, for instance, using Dijkstra's algorithm. These nodes are called Valid Nodes (VNs) of the MBR. Since the MBR is a rectangle including all the valid nodes of the edge $e$, it might be possible for the rectangle to include nodes whose shortest path does not pass through the edge. Such nodes are called Invalid Nodes (INs) of the MBR. Hence, an MBR of an edge consists of VNs and possibly empty INs. Details on the construction of VNs and INs can be found in [15]. In fact, this classification is just for the convenience of description. That is, we do not know whether a node in an MBR is a VN or not. To find a shortest path from a source $s$ to a destination $t$, the pruning method checks whether the neighboring node's (or edge's) MBR includes $t$. Invalid nodes will cause unnecessary explorations to some neighboring nodes which are not on the shortest path to the destination. We call these explorations false hits. In the worst case, all neighboring MBRs include $t$ but only one MBR includes $t$ as a VN and the others as an IN. In this case, the pruning method cannot be of any help. It works just the way Dijkstra's algorithm works.

Fig. 1 shows an example addressing this problem. In the example, VNs are marked in black and INs in white. Suppose that we are searching for a shortest path from $s$ to $t$. Since the start node $s$ has two edges $e_{1}$ and $e_{2}$, we can construct two MBRs for $s$. The large MBR has four $\mathrm{VNs} v_{1}, v_{2}, v_{3}$ and $v_{4}$ and one $\mathrm{IN} t$, whereas the small MBR has three VNs $v_{5}, v_{6}$ and $t$. However, as we mentioned before, we do not know if a node is a VN or not and we only can test if a node is enclosed by the MBR. Therefore, even if the shortest path between $s$ and $t$ (marked as bold arrows) passes through $e_{2}$, the routing algorithm explores $M_{1}$ and $M_{2}$ because they both contain $t$.


Fig. 1. False hit in the pruning

On a typical map, as the number of edges branching out from a node increases, the total number of INs would also increase. Eventually, this will cause unnecessary node explorations (false hits) and hence increase the routing time. If we can reduce those false hits, we could reduce the routing time, too.

The convex hull can be used to minimize the number of INs in the container. A convex hull for a set of points X in a real vector space is the minimal convex set including all the points in X. However, due to its complexity, it could take more time to check whether the destination is inside the container. In this paper, we propose a new pruning scheme that can reduce the number of INs and the checking time compared to the MBR and the convex hull, respectively. Roughly, we first define a convex hull inside the MBR and then construct border lines based on it to exclude as many INs as possible, without sacrificing the routing accuracy.

## 3. Construction of Border Lines

### 3.1 Border Lines

In this section, we describe how to construct an MBR for a set of VNs and generate border lines from its convex hull to minimize the number of INs. For convenience, we divide each MBR into two regions: Valid Region (VR) and Invalid Region (IR). A VR includes all VNs of an MBR and possibly some INs. The rest of the MBR becomes an IR. They are separated by the border lines.

For a set of VNs of an edge $e$, an MBR can be defined using the 2~4 outermost VNs and the exact number is determined by their distribution. For example, Fig. 2 shows three examples where an MBR is determined by 2,3 , and 4 border nodes. In this figure, nodes in black are VNs and nodes in gray are INs. Also, shaded regions inside the MBR are VRs of the MBRs. Fig. 2-(a) shows an example where two diagonal nodes are enough to define an MBR and two border lines are used to define its VR. In this figure, most VNs are distributed along the diagonal band and most INs are located outside the band. We can see that two border lines are enough to exclude most INs. Fig. 2-(b) shows an example where 3 nodes and one border line are used to define an MBR and its VR. Fig. 2-(c) shows an example where 4 nodes and one border line are used to define an MBR and its VR. Even though we could not remove all the INs completely, we could exclude a significant number of INs using one or two border lines.


Fig. 2. Illustration to construct MBRs using different number of border nodes
As the shape of a VR gets more complex, it takes more time to check the inclusion of the destination for the VR. Hence, it is not cost-effective to allow arbitrary number of border lines to exclude just a small number of INs. Therefore, in this paper, we will limit the number of border lines allowed for an MBR to $k$ and add border lines only when the ratio of INs to the nodes in the MBR is higher than some threshold $\varepsilon$. However, empirical data shows that $k=2$ are enough to exclude most INs and adding more border lines will not pay off due to the increased checking complexity.

### 3.2 Border Line Representation

A line can be represented either by $a x+b y+c=0$ or by $y=a x+b$. The former can represent a line parallel to the $y$-axis, but it requires one more real value than the latter. Even though the latter is not appropriate to represent a line parallel to the y -axis, we use the latter to represent border lines since this problem can be easily solved by using a flag, fVertical, to indicate whether it is a vertical line. If this flag is on, the border line is considered as $x=b$. The border line needs another flag, $f U p s i d e V R$, to indicate which side of the line is the VR.

### 3.3 Border Line Construction

To construct border lines for an MBR, we use four input values; a list of VNs, a list of INs, the maximum number of border lines $k$, and a threshold $\varepsilon$. First, we check whether the MBR contains enough INs for creating a border line by calculating the ratio of VNs to all nodes in the MBR. If the ratio is smaller than the threshold $\varepsilon$, we go to the next steps for creating a convex hull for it. Otherwise, we do not create any border line and the MBR itself will be used
for the routing.


Fig. 3. Example of border line construction
In order to construct a convex hull of VNs, we use the Graham Scan method as shown in Fig. 3-(a). This method is known to compute the convex hull for a finite set of points in the plane with time complexity $\mathrm{O}(n \log n)$. Details on this method can be found in [16].
The convex hull itself can be represented by a set of adjacent vertices. For the convex hull, we calculate a reference point $r p$ by averaging those vertices. This point will be used for judging which side of a border line is the VR. By extending the sides of the convex hull within the MBR, we can define border line candidates. For instance, in Fig. 3-(b) we can define 4 candidate lines, $l_{0} \sim l_{3}$. For each candidate line, we also decide its flag, $f U p s i d e V R$, from the line and the reference point according to their relative position.

To select border lines from the candidate lines, we count the total number of INs that would be excluded by each line. Then, we select the line with the biggest number as the first border line and adjust another threshold $\theta$ to half of the number of those excluded INs as in Fig. 3-(c). Next, to avoid counting repeatedly INs which were excluded in the previous step, INs which were excluded by some border lines are ignored when we count INs that will be excluded by the remaining candidate lines. For example, in Fig. 3-(d), $l_{2}$ is selected as the second border line because it will exclude 3 INs . Note that $\theta$ is 2.5 at this moment. We repeat these steps until we find $k$ border lines or there is no valid candidate line. Detailed steps for generating border lines are described in Algorithm 1.

Algorithm 1: Constructing border lines

```
Input:
    \(V N\left[\mathrm{n}_{1}\right]\) : an array of valid nodes
\(I N\left[\mathrm{n}_{2}\right]\) : an array of invalid nodes
\(k\) : maximum number of border lines
    \(\varepsilon\) : border line creation threshold
Output: border lines BL
    if \(\operatorname{sizeof}(V N) / \operatorname{sizeof}(I N+V N)>\varepsilon\)
                    return null
        vertex[] \(\leftarrow \operatorname{GrahamScan}(V N)\)
        \(r p \leftarrow \operatorname{avg}(V N)\)
        lines []\(\leftarrow\) GetLineFromVertex(vertex, \(r p\) )
        if \(\operatorname{sizeof}(\) lines \()<k\)
                \(k \leftarrow \operatorname{sizeof}(\) lines \()\)
        enodes []\(\leftarrow\) ExcludedNodes(lines, IN)
        sort(enodes)
        \(\theta \leftarrow\) enodes \([0] * 0.5\)
        border_lines \([0] \leftarrow\) lines[enodes[0]]
        \(b l \_c n t \leftarrow 1\)
        tot_enodes.add(enodes[0])
        for \(i=1\) to \(i=\operatorname{size}(\) enodes \()\{\)
        old_cnt \(\leftarrow \operatorname{size}(\) tot_enodes \()\)
        tot_enodes.add(enodes[i])
        if \(\operatorname{size}\left(t o t \_e n o d e s\right)-\) old_cnt \(>\theta\{\)
            border_lines \(\left[b l \_\right.\)cnt ++\(] \leftarrow\) lines \([i]\)
            if \(k>\overline{b l}\) _cnt then
                break
        \}
        \}
        return border_lines
```


### 3.4 Destination in the Valid Region

During the routing step, we need to check whether the destination is in the VR of the edge under consideration. Algorithm 2 shows the detailed steps for this. For a given set of border lines and a destination, the algorithm first checks the line type. If the line is vertical, it compares the $b$ value of the line and the $x$ value of the destination. If $x>b$, the destination is on the right side of the line, and if $f U p$ side $V R$ is true, which means the right side of vertical line is VR, then the destination is in VR for this line. In addition, if the destination is on left side and $f U p s i d e V R$ is false, the destination also is in VR. If the line is not vertical, it checks the relative position of the destination against the border line using the $y$ coordinate of the destination and $f(x)$. If $y>f(x)$, which means that the destination is above the border line, and $f U p s i d e V R$ is true, then the destination is in VR. If $y<\mathrm{f}(x)$ and $f U p s i d e V R$ is false, it also indicates that the destination is in the VR.

If the destination is not in the VR for any border line, it is not in the VR for the set of border lines and the algorithm returns false.

Algorithm 2: Checking node validity
Input:
border_lines: border lines for an edge

```
dst: destination node
Output: true or false
        for each border line \(b l\) in border_lines \{
        if bl.fVertical
            fValid \(=!(d s t . x>=b l . b)^{\wedge}\) bl.fUpsideVR
        else \{
            \(f x=b l . a\) * dst. \(x+b l . b\)
            fValid \(=!(d s t . y>=f x)^{\wedge}\) bl.fUpsideVR
        \}
        if fValid is false
            return false
        \}
        return true
```

Algorithm 3: Routing using border lines
Input:
map: node \& edge data
$s r c$ : source node
$d s t$ : destination node
BL: list of border lines for each edge
Output: shortest path

```
for each node \(v\) in map \{
    \(\operatorname{dist}[v] \leftarrow\) infinity
    \(\operatorname{prev}[v] \leftarrow\) undefined
\}
\(\operatorname{dist}[s r c] \leftarrow 0\)
\(Q \leftarrow\) map
while \(Q\) is not empty \{
    \(u \leftarrow\) GetHighestPriority \((Q)\)
    for each neighbor \(v\) of \(u\) \{
            if \(d s t \in \mathrm{C}(u, v)\left\{\quad / *\right.\) MBR Container C of edge \((\mathrm{u}, \mathrm{v})^{* /}\)
                    if \(d s t \in \mathrm{BL}(u, v)\{/ * \mathrm{BL}\) represents VR of edge \((\mathrm{u}, \mathrm{v}) * /\)
                    cur_dist \(\leftarrow\) dist \([u]+\operatorname{cost}(u, v)\)
                        if cur_dist \(<\operatorname{dist}[v]\{\)
                        dist \([v] \leftarrow\) cur_dist
                        \(\operatorname{prev}[v] \leftarrow u\)
```


### 3.5 Routing Algorithm

In this paper, to find out the shortest path between two nodes, we first construct an MBR for each edge in the map and a set of border lines for each MBR in the preprocessing step. In the simple MBR-based routing, pruning can be easily implemented by adding a few lines to Dijkstra's algorithm for checking if the destination node is in its MBRs (line 10 in Algorithm 3). If the destination is in an MBR, our proposed algorithm checks whether it is in its VR using Algorithm 2 (line 11 in Algorithm 3). Since our algorithm is based on the Dijkstra's algorithm, its time complexity is $\mathrm{O}\left(n^{2} \log n\right)$ plus the time to construct the containers. Fig. 4 depicts overall steps of our routing algorithm.


Fig. 4. Flowchart for routing using border lines

## 4. Experiments

In order to evaluate the performance of our method, we carried out extensive experiments and compared the results with A* and simple MBR-based routing method. These algorithms are implemented in C++ using Microsoft Visual Studio 2005. The platform used in the experiment was a PC with an Intel Pentium D 3.4 GHz and 4 GBytes RAM. We considered 6 input maps with different characteristics as summarized in TABLE I. They are all Waxman random graphs [17] in the XML-based GraphML file format [18]. For all of the shortest paths in each map, we measured the average search time and the number of visited nodes by the three algorithms. Fig. 5 shows a snapshot of our prototype path routing system. In addition to the BL-based routing, other methods including A* and pure MBR-based pruning are implemented for the comparison.


Fig. 5. Snapshot of our prototype routing system

Table 1. Map characteristics

| Map \# | Nodes | Edges | Paths |
| :---: | :---: | :---: | :---: |
| 1 | 972 | 4846 | $9.4^{*} 10^{\wedge} 5$ |
| 2 | 1180 | 5792 | $1.4^{*} 10^{\wedge} 6$ |
| 3 | 1372 | 6778 | $1.9^{*} 10^{\wedge} 6$ |
| 4 | 1566 | 7586 | $2.5^{*} 10^{\wedge} 6$ |
| 5 | 1782 | 8678 | $3.2^{*} 10^{\wedge} 6$ |
| 6 | 1980 | 9678 | $3.9^{*} 10^{\wedge} 6$ |



Fig. 6. Number of INs in the shortest path container


Fig. 7. Exclusion ratio of INs depending on the creation threshold $\varepsilon$
Fig. 6 shows how many INs are filtered out during the routing depending on the number of border lines. Intuitively, more border lines will exclude more INs. However, in most cases, two border lines are enough for this purpose. In the figure, we can observe that 3 or more border lines do not give any benefit. Hence, in the following experiments, we will add at most two border lines for the MBRs.

(a) Using 1 border line

(b) Using 2 border lines

Fig. 7 (a) and (b) show how many INs are excluded depending on the value $\varepsilon$ when using 1 border line and 2 border lines, respectively.

From the figure, we can see that pruning performance was improved noticeably until $\varepsilon$ is to 0.9. Beyond that, it does not show any noticeable improvement. In the next experiment, we try to find out the border line creation threshold $\varepsilon$ to exclude the INs cost-effectively.


Fig. 8. Average search time and visited nodes for 1000 node map


Fig. 9. Average search time and visited nodes for 2000 node map
Next, we measured the search time and the number of visited nodes depending on the threshold $\varepsilon$. Fig. 8 shows that the search time and the number of visited nodes for 1000 -node maps decreased linearly as the threshold increased in range [0.7, 0.9]. The search time and the number of visited nodes are saturated when the threshold is greater than 0.9 . This can be explained by the fact that the number of excluded INs doesn't change much for the threshold greater than 0.9 . This property was also observed in the other types of maps. For example, Fig. 9 shows the performance for 2000 node maps

(a) Average search time in msec

(b) Average search time relative to BL-based pruning Fig. 10. Search times of 3 routing methods

(a) Average number of visited nodes

(b) Average number of visited nodes relative to BL-based pruning

Fig. 11. Visited nodes of 3 routing methods
Fig. 10 shows the average search time in msec when borderline (BL)-based pruning was tested with $k=2$ and $\varepsilon=0.9$. The MBR and BL-based algorithms were less influenced by the number of nodes in the map. A* and the MBR-based pruning took 11 times and 1.5 times more time than BL-based pruning on the average, respectively. Overall, the search time increased as the map got larger.

The average number of visited nodes is depicted in Fig. 11. Since the input maps were generated randomly, the number of visited nodes did not increase monotonically. Overall, compared with our border line-based pruning, A* and the MBR-based methods visited 3 times and 2.3 times more nodes, respectively.

## 5. Conclusion

In this paper, we proposed a new borderline-based pruning method to improve the pure MBR-based pruning for path routing. By constructing border lines inside MBRs based on a convex hull, its search space and time were reduced significantly. To show the effectiveness of our scheme, we first found the effective number of border lines and the line creation threshold value empirically, and then through extensive experiments, we measured the performance of our proposed scheme and compared it with other popular methods. Overall, our proposed scheme provides 1.6 times faster search time and $45 \%$ fewer nodes visited than MBR-based pruning on the average. Even though we used the Waxman random maps in the experiment, our proposed scheme can be applied easily for other types of maps just by adjusting the number of border lines $k$ and the border line creation threshold $\varepsilon$.
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