
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 8, Aug. 2018                        3842 
Copyright ⓒ 2018 KSII 

 
A Novel Image Completion Algorithm 

Based on Planar Features 

 
Mang Xiao1*, Yunxiang Liu1, Li Xie2, Qiaochuan Chen2, Guangyao Li2 

1 School of Computer Science and Information Engineering,  
Shanghai Institute of Technology, Shanghai 201418, China 

 [e-mail: mangxiao@sit.edu.cn] 
2 College of Electronics and Information Engineering,  

Tongji University, Shanghai, China 
*Corresponding author: Mang Xiao 

 
Received November 18, 2016; revised March 28, 2017; revised December 8, 2017; accepted February 22, 2018; 

published August 31, 2018 

 

Abstract 
 
A novel image completion method is proposed that uses the advantage of planar structural 
information to fill corrupted portions of an image. First, in estimating parameters of the 
projection plane, the image is divided into several planes, and their planar structural 
information is analyzed. Second, in calculating the a priori probability of patch and patch 
offset regularity, this information is converted into a constraint condition to guide the process 
of filling the hole. Experimental results show that the proposed algorithm is fast and effective, 
and ensures the structure continuity of the damaged region and smoothness of the texture. 
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1. Introduction 

In the revolution of intelligent technologies, massive digital images continue to emerge. 
However, many factors can cause digital image defects [1] [2]. On the one hand, digital 
equipment collecting the raw data cannot meet the actual needs of diversification. Thus, we 
need to edit the image, repair defects (e.g., scratches) appearing in the image or removing a 
distinct object from an image, and so on. On the other hand, the image is processed by 
acquisition, encoding, storage, transmission, and post-processing, all of which tend to create a 
certain degree of distortion, seriously impacting image quality. Therefore, image completion 
is vital to ensuring image integrity and enhancing image aesthetics. 

   A digital image completion technique is the use of the information of a known region in an 
image to fill an unknown region (a hole) in accordance with certain rules. After image 
completion, it is possible for the result to achieve a natural visual image for the human eye, 
which will not detect traces of the repair. As the research hotspot of computer graphics and 
vision, image completion technology is widely used in the protection of cultural relics, film 
special effects, image compression, image analysis of ultra-high resolution, video 
transmission error concealment, and other image processing applications. 

    Depending on the principle used, an image restoration algorithm is roughly divided into 
two categories [2]: diffusion-based and exemplar-based. The former is primarily used for 
small-scale damaged regions, as such methods contain model partial differential equations and 
a variational model [3] [4].  

    The latter is primarily used for large damaged regions, including synthetic texture-based 
sample blocks [5] [6] [7] [8], based on a transform domain such as Fourier transform and 
wavelet transform [9]. Such methods usually adopt the image exemplar (patch) as the basic 
unit of operation. First, according to information at the boundary of the unknown region, the 
best matching patches are searched from known areas of the image through the relevant 
calculations. Finally, the best matching patches are used to fill the damaged region to complete 
the image. However, the above methods have difficulty in maintaining the structural 
continuity of the image. 

In recent years, using a random search algorithm known as patch match, Barnes et al. [10] 
proposed an approximate solution to quickly locate a similar patch, disseminate the location 
information to the neighboring patches, and then find the most similar patch for enhancing 
image structural coherence. Subsequently, the patch is rotated and scaled. Later, Barnes et al. 
[11] expanded the patch match algorithm. Similarity measurements between patches use 
colors from the corresponding pixels in addition to feature descriptors, enhancing the 
robustness of the algorithm. As patch match is effectively limited in patch search space, and 
reducing noise or using an irrelevant search could result in a local minimum and improve the 
accuracy of a matching patch. However, for higher resolution images, the complexity of this 
method is high. He et al. [12] built a k-dimensional tree (kd-tree) to search for the best similar 
patch, and greatly improved the running time over [10].  

However, a larger storage space is required, making it difficult to extend the general 
transformation (such as rotation and zoom). Huang et al. [13] adopted the dividing plane and 
extraction plane regularity to extend the patch match, greatly enhancing the effect of image 
completion. Li et al. [21] proposed a joint multiplanar autoregressive and low-rank based 
approach for image completion. This method outperforms on the high pixel missing rate. 
While for the huge removed region, this approach needs much time to run and is difficult to 
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obtain the satisfactory results. So they proposed another method [22] to resolve this problem 
and gain better results using structure-guided and regularity statistics. Moreover, using 
structure propagation and structure-guided completion, Baek et al. [23] proposed a multiple 
image completion method that preserves the geometric consistency among different views.  

We observe that most of these algorithms have two important limitations. The first one is 
that can't find the best source patch for the target patch, which especial in the image including 
many planes.  The other one is hard to construct the patch formation for the scenes that are not 
fronto-parallel. These two limitations seriously affect the effect of the image completion. 
Therefore, this study presents a new approach that utilizes planar structural information to 
guide the image completion, which can fully utilize the image information of the texture and 
structure in addition to completing the image in different scenarios.  

The primary work includes three main elements. The first one is improving the similar 
measure method for the patches, adding a new gradient term to measure the similarity between 
patches. The next one expands the patch searching space to different planes, enhancing the 
accuracy of the similar patches. The last one is using the plane regularity to construct the patch 
transformation, which can address the difficult situation of image completion in different 
planes. 

2. Image Completion 
The proposed image completion algorithm includes the following four steps. The framework 
is shown in Fig. 1. 

 
Fig. 1. The framework of our method. 
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2.1 Planar structure extraction 
This section describes the extraction of planar structural information from a known image area, 
including plane detection and planar regularity extraction.  

2.1.1 Plane detection 
In recent years, many efficient plane detection algorithms [14] have been proposed, which can 
transform a distorted perspective plane into a positive parallel plane. This process includes 
three steps: line extraction, vanishing point estimation, and plane orient detection. A brief 
overview follows, as this part of the algorithm is quite standard. 

First of all, line extraction is performed in the known region in the image. Then based on the 
same random sampling method of voting, vanishing points are estimated for different planes. 
Finally, the plane orientation is computed using the vanishing points by which two different 
orient point lines can define a unique plane. 

2.1.2 Planar regularity extraction 
In many artificial environment and architecture scenes, there often exists some structure 
regularity. This regularity detection has proven to be a simple and direct means of 
understanding the structure of a scene. In order to extract the planar regularity of each plane, 
we adopt a detection algorithm to correct the affine or distorted plane. 

First, the Gaussian feature points algorithm difference is detected in the known region of the 
image. We use the Gaussian feature points algorithm with reference to Huang [13]. Because an 
affine correction would seriously distort the source surface of the image, we choose the 
original image plane rather than the correction plane. Moreover, the scale-invariant feature 
transform (SIFT) [15] is calculated and a kd-tree is adopted to calculate the nearest neighbors 
for each patch. Third, for each plane, all features matching two features having a higher 
position in an a priori probability are extracted. Finally, the affine correction feature point 
position is matched to correct the perspective distortion of repeating structures in 
two-dimensional space. This includes the displacement of the two correction feature points 
over the same space, such that we can detect a duplicate translation. If a structure law exists, 
this will be the two-dimensional displacement vector space affine correction for a dense 
cluster. Using the mean shift algorithm [16], we can compute these patterns. 

2.2 Planar structure guided energy function 

2.2.1 Energy function optimization 
The planar structure guided global energy function is a measured distance function that 
includes three main elements. The closer the distance, the greater the correlation, and the 
higher the similarity. There are two ways to enhance our global objective function of image 
completion. In order to improve the objective function, a gradient term is added into the color 
elements of this study. Then the search space is determined by the plane index to determine the 
patch mapping scheme. 

The planar structure guided energy function is defined as follows: 

                              (1) 



3846                                                                    Mang Xiao et al.: A Novel Image Completion Algorithm Based on Planar Features 

where  is the color item, is the planar structure guide item, is the 

gradient item,  is the known region,  is the damaged region, is the i-th target 

patch that is centered in the pixel at , is the i-th source patch, and  is the 
plane index of target patch . 

The color item is defined as follows: 
2

color ( , , ) ( , , ) ( )i i i i i i iE s t m q s t m p t= −                                               (2) 

where  are the pixels of a  , and  are the pixels of a that 
corresponds to from the plane .  

The planar structure guide item is defined as follows: 

        (3) 

where  is the cost of the plane to which source patch belongs,  is the cost of the 

plane direction to which source patch belongs, and  is the cost of the similar proximity 

between source patch  and target patch .  As a matter of experience, we set 

, respectively.  
The plane item is defined as follows: 

                            (4) 

where the  is the probability of source patch belonging to plane , and 

 is the probability of target patch belonging to plane . In this study, the negative 
logarithm of the likelihood function is used to convert the plane probability into a penalty term. This 
supports that the plane has a high probability of sampling in the source patch and target patch. 

The plane direction item is defined as follows: 

           (5) 

where is the limitation function, and the value of c is set to 0.02.  We define 

target patch , and source patch . Corresponding in the affine 

correction space, the target patch is , and source patch is 

, where  are row vectors of the perspective transformation matrix 

. , defined as follows:  
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                                            (6) 

where  denote the vanishing line, which can represent a plane with two lines of 
different direction. 

The offset  is defined as the correct space displacement vector from the target patch 
 to the source patch in the affine correction space. Thus,  can be computed as follows: 

                                                             (7) 

Source patch is computed using inverse matrix of perspective transformation matrix 

as follows: 

                                                (8) 

In order to obtain the motion parameters of patch , we apply an offset of the transformation 
matrix: 

                     (9) 

Generally, a building image consists of horizontal and vertical directions of repeating 
structures. This encourages locating an orthogonal source patch going in either direction. It is 
noteworthy that affine correction tolerates each parallel to the vanishing point of support. 
Mapping the vanishing point of each segment set, and aligning with the horizontal axis, the 
perspective transformation matrix of each plane is calculated using the following equation: 

                          (10) 
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In addition to the restrictions given above, this study further introduces fewer restrictions, 
which limits copying matching blocks from a dramatically different region. The proximity item 
is defined as follows: 

                                         (11) 

where  is the square of the distance from the nearest known pixels to the target area boundary. 

 as the intensity adjustment parameter. 
In recent years, Arias et al. [17] applied the gradient of the patch for image completion, and 

used the L1 norm to measure the gradient term, which can enhance the effect of the patch 
matching algorithm in dealing with a high detail texture region. Darabi et al. [18] also 
introduced a gradient term into the optimization function and used the L0 norm to prevent the 
loss of image detail when mixing gradients and increase the search space patch matching to 
achieve the texture deformation from a different texture image. Given that the gradient is 
significant for image completion, it is also introduced into our global energy function: 

                             (12) 

where  is the gradient of target patch , and  is the gradient of source 
patch . For image completion based on patch matching, when the source and target patches 
are slightly different in color and texture, a gradient term can play to our strengths and search 
for the best similar patch for higher consistency. 

2.2.2 Filling pixel optimization 
(1) Searching for the best similar patch 
To speed up the search for the best similar patch, we use the patch match method, which finds 
the corresponding best matching patch in the source image for the target patch. When 
searching, the location of a matching patch is always found first. Then, we search for a 
matching transformed patch. Thus, the energy function value is minimized. 

When updating the filling pixel, we calculate the correlation distance between the pixels 
that are associated with a higher degree to the source image pixels near the area boundary 
defect, by weight , where  represents the shortest distance of the 
pixel to the boundary. 

This is because after the planar transformation, the sample patch of space expands much 
more than the original, and as such, requires more iterations to converge to an optimal value. 
Biasing the random sample patch mapping algorithm to generate a random sample patch area 
is more likely to improve the convergence rate. Meanwhile, the transformation parameters 
additionally set the corresponding minimum and maximum thresholds. Thus, increasing the 
algorithm spread does not affect the accuracy of the optimal value. 
(2) Filling pixel 
Wexler et al. used a weighted voting method to calculate the pixel value that achieved good 
visual results. In this study, a similar calculation method is adopted to obtain good visual 
results of image completion. 
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3. Experimental results and analysis 
In order to verify the validity of the proposed method, we used an experimental platform with 
an Intel (R) Core (TM) i7-4770K CPU, 3.5GHz, 16GB of RAM, and Matlab R2015a. From 
the scientific and objective consideration of the experiment, we used the visual and peak signal 
to noise ratio (PSNR) evaluation methods to analyze the experimental results. 

3.1 Visual evaluation method 
As can be seen in the following figures, the first column displays the input images for filling, 
the second column displays the results using Photoshop, the third column displays the results 
using the Huang et al. [13] algorithm, the fourth column displays the results using our method, 
the fifth column displays the results utilizing the Darabi et al. [18] approach. For Figs. 2 and 3, 
the algorithms of Photoshop and Huang performed poorly, which can be observed in the 
discontinuity of the building structures. However, the image results of our method display 
continuity and harmony. For Figs. 4 and 5, the Photoshop, Darabi, and Huang methods did not 
repair the handrail structure or maintain image continuity. The proposed algorithm can 
maintain the structural information of the image well and can achieve good visual effect. 
 

 
Fig. 2. Skewed building. 

 
Fig. 3. Railing of the park. 
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Fig. 4. Streets and building. 

 
Fig. 5. Stairs. 

 
Fig. 6. Square and buildings. 

 
Fig. 7. Steel bridge. 

 

Example Results: The first column shows an unknown region (white). Columns 2 through 4 
are the results from Photoshop, Huang, our algorithm, and Darabi, respectively. 
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3.2 PSNR evaluation method 
In this paper, we adopted a PSNR method to objectively evaluate the outcome of the 
experimental results. A larger PSNR value denotes that the completed image has the higher 
performing algorithm. The image completion performance of the Figs. 2 through 7 is shown in 
Table 1.  

Table 1. Image completion performance evaluated in PSNR. 

Image No. Photoshop Huang Darabi Proposed 

1 24.36 24.84 24.59 25.17 

2 26.52 26.43 26.3 27.09 

3 23.15 23.34 23.46 23.85 

4 24.28 24.73 24.61 25.46 

5 24.12 24.46 24.32 25.05 

6 25.61 25.94 25.79 26.38 

mean 24.673 24.957 24.845 25. 5 

 
It is obvious that the PSNR of our method is the highest on each image. The PSNR of 

Photoshop is almost the lowest on each image. As shown in Table 2, the average PSNR image 
value of the Photoshop method is 24.673, the Huang method is 24.958, the Darabi algorithm is 
24.845, and our method, with the highest, is 25.5. For each image, the PSNR of our method is 
the highest, which can be easily determined from Fig. 8. Therefore, our method has the highest 
performance demonstrated with the PSNR on filling the damaged portions of the image.  
 

 
  Fig. 8. PSNR comparison. 
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3.3 SSIM evaluation method 
In order to further verify the superiority of our method, structural similarity (SSIM) [19], the 
third method of image quality evaluation is adopted to evaluate the effectiveness of the image 
completion results. According to the theory of structural similarity, the image signal has a high 
degree of structure. Moreover, the pixels are closely related, especially the pixels belonging to 
the same domain, which reflect the structural information of the real scene.  

The SSIM value reflects the similarity between two images. When the SSIM value is larger, 
the two images are more alike. On the other hand, when the SSIM value is smaller, the 
similarity between the two images is lower. When performing an SSIM analysis, the images in 
Fig.s 2 through 7 can be divided into two categories. Fig. 2 and Fig. 4 comprise the first 
category, where the deleted contents of the target area are the real parts of the scene’s structure. 
Other figures comprise the second category, where the removed target area is another object, 
such as a person, and not an actual part of the scene’s structure. In general, the removed 
content usually differs from the color and structure of the scene image. Therefore, in most 
cases, the SSIM value of the second category is smaller than the value of the first. 

As shown in Table 2, the average SSIM image value of the Photoshop method is 0.878, the 
Huang method is 0.885, the Darabi algorithm is 0.884, and our method, with the highest, is 
0.894. For each image, the SSIM of our method is the highest, which can be easily determined 
from Fig. 9. These comparisons show that the image completion results of our method can 
maintain better structural similarity. 
 

Table 2. Image completion performance evaluated in SSIM. 

Image No. Photoshop Huang Darabi Proposed 

1 0.922 0.928 0.926 0.937 

2 0.781 0.792 0.789 0.816 

3 0.941 0.947 0.948 0.951 

4 0.752 0.759 0.761 0.768 

5 0.929 0.934 0.931 0.938 

6 0.945 0.951 0.949 0.954 

mean 0.878 0.885 0.884 0.894 

 

Through human vision, it is easy to discern that the image completion results of Figs. 2 
through 7 using our method are better than the results using the other two methods. Our 
approach is better at preserving image structure continuity and consistency, making the image 
completion result consistent with the human visual system. 
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Fig. 9. SSIM comparison. 

 

Generally, the PSNR of our method is slightly higher than the PSNR of other algorithms, as 
shown in Fig. 6. Similarly, the SSIM values of our method are generally slightly higher than 
SSIM values of other algorithms. Therefore, through the human vision system, PSNR and 
SSIM value comparisons show that our algorithm is more superior. 

4. Conclusions 
For building the image plane structure, there is often repetitive regularity. This paper proposes 
an image texture, without human intervention and structural information, by estimating planar 
projection parameters analyzed between the translation law planes converted into a soft 
constraint to guide the approximate block matching method.  

This paper presents a novel image completion method that uses the advantage of planar 
structural information to fill damaged portions of the image. First, in estimating parameters of 
the projection plane, the image is divided into several planes, and the planar structural 
information is analyzed. Furthermore, in calculating the a priori probability of the patch and 
patch offset regularity, this information is converted into a constraint condition to guide the 
process of filling the hole.  

The proposed algorithm possesses a high degree of robustness and can detect both a 
plurality of planes and corresponding patch offset regularity of the image, and handle different 
types of images to be repaired. Furthermore, the proposed image processing method is fast and 
effective, and ensures structural continuity of the damaged area and textural smoothness.  
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