
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 6, Jun. 2017                                         2946 
Copyright ⓒ2017 KSII 

Improved Compressed Network Coding 
Scheme for Energy-Efficient Data 
Communication in Wireless Sensor 

Networks 
 

Ying Zhou, Lihua Yang*, and Longxiang Yang 
Jiangsu Key Laboratory of Wireless Communication, Nanjing University of Posts and Telecommunications, 

Nanjing, Jiangsu 210003, China [e-mail: 2013010202@njupt.edu.cn, yanglh@njupt.edu.cn, 
yanglx@njupt.edu.cn ] 

*Corresponding author: Lihua Yang 
 

Received October 21, 2016; revised January 21, 2017; accepted February 25, 2017;  
published June 30, 2017 

 

 

Abstract 
 

An improved energy-efficient compressed network coding method is proposed for the data 
communication in the wireless sensor networks (WSNs). In the method, the compressed 
sensing and network coding are jointly used to improve the energy efficiency, and the two-hop 
neighbor information is employed to choose the next hop to further reduce the number of the 
transmissions. Moreover, a new packet format is designed to facilitate the intermediate node 
selection. To theoretically verify the efficiency of the proposed method, the expressions for 
the number of the transmissions and receptions are derived. Simulation results show that, the 
proposed method has higher energy efficiency compared with the available schemes, and it 
only requires a few packets to reconstruct measurements with reasonable quality.  
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1.Introduction 

Wireless Sensor Networks (WSNs), typically consisting of a vast number of densely 
deployed and collaborative battery-powered sensors, have been widely used for the various 
monitoring and measuring purposes in many applications, such as environmental, industrial 
and military [1]. The energy-limited sensors of the networks, once deployed, may be 
inaccessible and hard to be replaced, especially in harsh, hostile and catastrophic 
environments. Therefore, the energy is the bottleneck problem restricting the development of  
WSNs. In the WSNs, the energy consumption mainly consists of three stages: sensing, data 
processing and data delivering, and the energy consumed by the data delivering is dominated. 
Therefore, delivering data with high energy efficiency in the network is the key to solve the 
energy constrain for the WSNs. 

Since the observation regions of the different sensors are overlapping and the data observed 
at a sensor over time change slowly, the sensed data from a WSN are either spatially or 
temporally correlated [2]. Therefore, data compression techniques which exploit the inherent 
correlation to reduce the amount of data transferred in the WSNs have been extensively 
studied [3], [4]. However, these techniques may not be efficient due to the deficiency of global 
correlation knowledge between the source data. Recently, Compressed Sensing (CS) [5], as an 
advanced sampling theory, provides a new data compression solution without the global 
knowledge, and it can reduce the number of the data transfer since a few measurements are 
needed for reconstructing the original data in the sink. In [6], a framework employed CS for 
the distributed data compression in the WSNs is developed, which improves the energy 
efficiency by exploiting the intra-signal and inter-signal correlations. However, there is no 
practical communication scheme to realize the framework in [6]. To solve the problem, some 
actual multi-hop routing topologies are presented for large-scale WSNs in [7], [8], while the 
interactions between data compression and routing are decoupled, which causes a low 
efficiency of the data processing.  

Besides the data storage and forwarding capabilities, sensors in WSNs also have the 
function of calculation. Thus, Network Coding (NC) [9] has also been provided to reduce the 
node energy consumption and improve the network capacity during data delivering. Based on 
the theory of NC, the intermediate nodes merge the input packets by the simple algebraic 
operations [10] instead of just storing and forwarding packets along routing. Meanwhile, the 
introduction of NC in designing a communication scheme for the WSNs can overcome the 
dynamic nature of links and exploit the broadcast characteristic of WSNs [11]. However, until 
the feasibility of random linear network coding (RLNC) is verified in [12], NC has not been 
applied to the actual communication protocol design for the WSNs [13]. RLNC is that the 
intermediate nodes linearly combine the input data with random coefficients to generate the 
output packets, and the network codes can be constructed and efficiently transmitted to 
receivers in the distributed manner. Nevertheless, these schemes in [11-13] suffer from a 
‘all-or-nothing’ constrained in the process of decoding, which will cause serious packet losses 
as the sink cannot get any information before receiving as many coded packets as the original 
packets. 

Recently, to effectively reduce the energy consumption by the data transferred, the data 
communication schemes joint the CS and RLNC are discussed in [14-18]. Besides the less 
communication consumption, two additional advantages can be obtained for the coupled 
schemes: (a) CS removes the “all or nothing” constrained in NC and (b) NC provides a method 
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to perform in-network compression for CS. In [14], a RNC method coupled CS and RLNC in a 
natural fashion is firstly given, but it never gives a practical data communication scheme to 
realize the RNC. Literature [15] fills this gap and presents a method coupled CS and NC based 
on the similarity between the random projections in CS and the operations to generate outputs 
by RLNC in the intermediate nodes, but the header explosion problem has not been considered 
in the method. To solve the problem, some  practical methods[16], [17] are presented. In [16], 
a Compressed Network Coding method in finite fields is provided where the RLNC is 
performed in a Galois Field (GF) at the intermediate nodes to prevent the size of payload from 
being increased. The authors in [17] provide a method called NetCompress to reduce the size 
of header in the packet by designing a novel encoding scheme using a sparse measurement 
matrix [17]. But these schemes in [14-16] only focus on reducing the number of data 
transmissions and ignore the number of data receptions, which have almost the same energy 
cost as data transmissions for the short-range communications in  the WSNs[1]. Literature [18] 
gives a distributed data storage scheme based on the compressed network coding, where the 
reduction of the data receptions is considered by designing the reception condition of the 
packets in the intermediate nodes. However, all of the above schemes [14-18] have never 
considered the selection of the intermediate nodes, which can maximize the effect of one 
transmission and greatly reduce the communication consumption.  

To solve the above problem and further improve the energy efficiency, we propose a 
distributed data storage scheme based on compressed network coding with high energy 
efficiency for the WSNs. By coupling the compressed sensing and network coding, and 
utilizing the two-hop neighbor information and a new designed packet format to choose the 
intermediate node in the coupled scheme, one can greatly improve the energy efficiency of the 
data communication in the WSNs.  

The rest of this paper is organized as follows. The background and system model are 
presented in Section 2. In Section 3, we introduce our proposed protocol in detail and derive 
the expressions of the numbers of communications. Section 4 discusses the simulation results 
and conclusions are given in Section 5. 

Notation: ( )iΩ  denotes the set of one-hop neighbors of the node i, and Α B  is the 
intersection of two sets. \ denotes the subtraction of two sets, i.e. \ = −Α B A Α B . A  
means the number of the elements in set Α . ( ),d a b  represents the Euclidian distance of a and 
b, and arcsin x  denotes the inverse function of the sine function. m

nC  is the operation of 
choosing m nodes from n nodes. 

2. Background and System Model  

2.1 Compressed Sensing  
Compressed Sensing indicates that only a small fraction of data projections is needed to 
reconstruct all the original data which contain many zero elements [2]. Assume a data 
vector 1 2=[ , , , ]T

Nx x xx  , has a K-sparse representation under a transform basisΨ  

,=x Ψθ                                                                     (1) 

where 1 2=[ , , , ]T
Nθ θ θθ   with K  non-zero entries, K N . Note that N N×∈Ψ C  can be the 

Discrete Cosine Transform (DCT) basis, or the Discrete Wavelet Transform (DWT) basis, etc. 
Under certain conditions, only M samplings, ( )logM O K N= , are enough to be used to 
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recover the original N-dimension signal x , i.e., 

=y Φx  
  ,=ΦΨθ                                                                   (2) 

where 1 2[ , , , ]T
My y y=y   is the measurement vector, and M N×∈Φ R  is the measurement 

matrix whose row vector should be strongly incoherent with the sparse basis Ψ , or the 
sensing matrix =A ΦΨ  has to satisfy the restricted isometry property (RIP) [19] that is 

                 2 2

2 2
1- ) 1+ ) ,k kδ δ≤ ≤θ Aθ θ（ （                                                  (3) 

where ( )0,1kδ ∈ . The reconstruction process will be a solving of 1l -norm convex optimization 
problem 

                        
1

min
N l∈θ R
θ  s.t. =y ΦΨθ .                                                      (4) 

Using the estimated θ , one can obtain the reconstructed data x̂ , i.e., 

 ˆˆ =x Ψθ .                                                                   (5) 

2.2 System Model 
Consider a WSN with N  nodes deployed uniformly and randomly in an area 1 1S = × , where 
two of them can communicate if their Euclidian distance is less than the identical transmission 
range, tr , and the communication is synchronized and slotted. The density of the network can 
be adjusted by varying the transmission range, tr , with ( )2 ln /tr S N Nπ>  for connectivity. 
Each sensor in the network can function as a source node, an intermediate node or a 
destination node. Distributed data storage is considered and a mobile sink is employed to 
collect the compressed data from any arbitrary M  sensors, M N , and then reconstruct the 
source data finally. 

The summary of notations can be seen from the Table 1. The compressed coefficient matrix 
Φ  which meets the RIP condition is generated during the data delivering and it is sparse, with 
entries  

,

11 with probability 
2
10 with probability 1-

11 with probability 
2

i j

s

s

s

ϕ

+

= 


−

 

where s  is a parameter for sparseness. The reasons for employing such a measurement matrix 
are that: 1) it is simple to implement by just randomly adding or subtracting packets together; 
and 2) the sparse measurement matrix reduces the size of packet header while it still yields 
good reconstruction. The mobile sink queries any arbitrary M  nodes in the network and then 
obtains the compressed data vector y , which coincides with the CS. 
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Table 1. Summary of Notations 

Notation Description Field 
            x  Source data vector NR  

ix  Source data at node i  R  
Ψ  Orthonormal transform matrix N N×C  
θ  Sparse transformed coefficient vector NR  

Φ  
Compression coefficient /Measurement 

matrix  
M N×R  

,iϕ：
 Compression coefficient of ix  R  

y  Compressed data vector MR  

3. Proposed Method  
In this section, the proposed method is firstly described in subsection 3.1, and the next hop 
selection principle is discussed in subsection 3.2. In subsection 3.3, the corresponding packet 
format is given. After that, the detailed procedures of the proposed method are presented in 
subsection 3.4, and finally, the expressions for the broadcasting probability of the selected 
nodes and the numbers of transmissions and receptions are derived in subsection 3.5 and 3.6. 

3.1 Overall Description of the Proposed Method 
In the proposed compressed network coding method, CS and RLNC are jointed to reduce the 
numbers of the transmissions and receptions based on the compressibility of the sensed data. 
Moreover, the next hop selection principle and a new packet format are designed to control the 
condition of the transmission and further reduce the number of the transmissions. 

Specifically, each node i  firstly multiplies its reading ix  by a random coefficient ,i iϕ , 
which is chosen from { }1, 1+ −  with equal probability, and then each node stores the packet. 
The packet is composed of the coefficient ,i iϕ , the member node ID i, the next hop node ID f, 
and the data , .i i ixϕ .Let a structure variable ( )iP  denotes the packet, where ( ) [ ].i f=P nex , 

( ) ,[. ]i ii ϕ=P coe , ( ) [ ].i i=P mem , and ( ) ,. i i ii xϕ=P dat . 
 Subsequently, each node selects itself as a source node with probability p0 [8]. Each 

selected source i chooses a potential farthest node j as a transmitter for the next time interval 
by the next hop selection principle which is discussed in subsection 3.2, and the node i changes 
the value of P(i).nex with j, i.e., P(i).nex=[j]. Afterwards, all source nodes broadcast their 
initial packets. There are two cases about the reception nodes of the transmitters should be 
considered.  

Case 1: If the reception node j at the time q does not share any member node ID with the 
transmission node i, i.e., 

( ) ( )[ . ] [ . ]i j =∅P mem P mem ,                                          (6) 
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then P(i) is merged into P(j), with 

         ( ). [ ( ). , .( ])j j i=P mem P mem memP  
( ). [ ( ). , ( ). ]j j i=P coe P coe P coe     
( ). ( ). ( ).j j i= +P dat P dat P dat .                                            (7) 

Next, the reception node j needs to verify that if it has been chosen as a next forwarder by 
the node i. if 

.( )i j=P nex ,                                                           (8) 

the reception node j will broadcast its packet at the time (q+1). Meanwhile, the next node j 
needs to determine its next hop by the next hop selection principle in subsection 3.2 before 
broadcasting its packet.  

Case 2: If the reception node j of the node i doesn’t meet the condition in (6), it will not 
broadcast its packet at the time (q+1) even it has been chosen as the next hop by the node i , 
which means that the transmission of this path is end with the node i. 

The above two cases indicate that only the reception nodes which meet the conditions in (6) 
and (8) simultaneously will broadcast the packets at the next time, in other words, the selected 
node at the time q broadcasts its packet with a probability pq+1 at the time (q+1), where the 
value of pq+1 is discussed in subsection 3.5. Therefore, the transmission will end after the 
broadcast processing repeats a few times. 

After broadcasting, the mobile sink queries any arbitrary M  nodes to obtain M N×  
measurement matrix Φ  and the 1M ×  measurement vector =y Φx .  

Finally, the sink or the data processing center reconstructs the sensor readings x from y 
with the CS recovery algorithm, such as basis pursuit (BP), and orthogonal matching 
pursuit (OMP).  

 

3.2 Next Hop Selection Principle 
In the available probability broadcasting based transmission scheme [18], each reception node 
j selects itself as a transmitter with a probability pa, which means that the forwarding decision 
of the node j is blind without considering the distance to the transmission node i. If the node j is 
very close to i, most neighbors of the node j are the neighbors of the node i, in the case, the 
forwarding of the node j will be redundant. To solve this problem, the next hop selection 
principle is designed in the proposed method. 

Consider the nodes in Fig. 1, where the node j will broadcast its packet at the time q, and the 
node i is the parent of the node j. Obviously, all nodes including node j in ( )iΩ have received a 
packet from the node i at the time (q-1). Moreover, the packet P(i) has been merged into P(j) 
according to the condition in (6).  
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Fig. 1. Illustration of the next hop selection 

(the red square is the node i, the green dot is the node j, and the blue dot is the node k) 
 

When the node j performs the broadcasting, all nodes in ( )jΩ  will receive P(j) which 
contains the information from P(i). However, according to the merging condition in (6), only 
the nodes in the shaded area in Fig. 1 will merge the received packet P(j) into their original 
packets potentially, and the others in ( )jΩ will drop the received packet. Therefore, the next 
hop k of the node j should be selected from the shaded area. 

To avoid transmission redundancy, the size of the shaded area in Fig. 1 should be the largest, 
in other words, the distance between j and i should be the farthest. Since to find the farthest 
neighbor j of the node i by GPS [20] is not practical, the two-hop neighbor information is 
employed in the proposed method. Here, the two-hop neighbor information means the 
neighbor information of the neighbor, and the information is easy to be obtained. If each node 
broadcasts its one-hop neighbor list, every node obtains the two-hop neighbor information. 

Assume the node j needs to choose a next transmitter k, there are two cases needed to be 
considered: 

Case 1: The node j is an intermediate node, which means it has a parent node. Assume that 
the node i is the parent of the node j. Since all nodes in ( )iΩ  have received a packet from the 
node i, to ensure the largest new covered communication region, the node k should be selected 
from ( ) \ ( )j iΩ Ω  (the shaded area in Fig. 1). If the node k in ( ) \ ( )j iΩ Ω  has the maximum 
number of different neighbors with node i, that is, 

arg max ( ) \ ( )kk k i= Ω Ω  
s.t.  ( ) \ ( )k j i∈Ω Ω ,                                                          (9) 

the node k is probably the farthest neighbor of the node j and it is the next hop of the node j. 
Case 2: The node j is a source node, which has no parent node i. The next hop k of the node 

j will be selected from ( )jΩ , and if a neighbor k of the node j has the maximum number of 
different neighbors with the node j, that is, 

arg max ( ) \ ( )kk k j= Ω Ω  
s.t.  ( )k j∈Ω ,                                                                  (10) 
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the node k is probably the farthest neighbor and it is the next hop of the node j. 

3.3 Designing of Packet Format 
To conveniently broadcast the next hop node ID selected by the current node, a new packet 
format is designed in the proposed method. The new designed packet contains the packet 
header and the data, which can be seen in Fig. 2. The packet header consists of three parts. The 
first part contains a 2logN   -bit slot for the next hop node ID, and the second and third ones 

store the sets of 2-bit coefficients ϕ i,j (+1 or -1) and 2logN   -bit node IDs respectively.  

,2iϕ,i iϕ 0.1232ij

( ).iP nex
next transmitter

( ).iP coe ( ).iP mem ( ).iP dat
coefficient member ID data

Header Data

 
a. packet format of node i 

  
,3jϕ,j jϕ 0.4563ju

 
b. packet format of node j 

,2jϕ,3jϕ,j jϕ ,j iϕ 0.5792i3jk
 

c. updated packet j 

Fig. 2. Examples of packet format and pattern to update packet 

An example of the structure of the updating packet is given in Fig. 2. Assume that the node 
j with original packet shown in Fig. 2(b) hears a packet P(i), and P(i) shares no same member 
ID with P(j). Moreover, the node j verifies that it has been selected by the node i. By the 
merging condition in (6), the updated packet P(j) is illustrated in Fig. 2(c). 

3.4 Procedures of the proposed method 
Table 2 shows the procedures of the proposed method.  

Table 2.. Procedures of the Proposed Method 

Inputs: G (V, E), 1 2=[ , , , ]T
Nx x xx   

  Each node initials its packet and selects itself as a source node with probability 0p .  
  Add the source nodes to the set Next; 
  while the set Next is not empty 
       Current←Next; 
       Next←∅  
       for each node i  in the set Current 
          selects the next hop node k  of the node i  using (9) or (10); 
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          P(i).nex=k; 
          broadcasts P(i); 
          for each node j  which receives P(i) 
               if [P(i).mem]  [P(j).mem]= ∅  
                   merges P(i) into P(j) using (7); 
                   if (j= =P(i).nex ) 
                       adds node j to the set Next; 

end 
end 

end 
Current←∅ ; 

end 
end 

    A mobile sink randomly queries M nodes in the network to obtain the M N×  measurement matrix 
Φ  and the 1M ×  measurement vector =y Φx . 

Reconstruct x from y using BP or OMP algorithm. 

3.5 The expression for probability 1qp +  

Consider a large WSN with N nodes described in section 2, the total area S=1×1, there is a link 
between the node i and j if d (i, j) < tr . Let k be the next hop selected by the node j at the time q 
(q>1). The node k will broadcast its packet at the time (q+1) with the probability pq+1, 

1

2 2
2

22 2

(14 15 3)
36 61

( 4 2 arcsin )
2 2

q
t

q

t t
N

q
t t t

t

r rC
p

d dN r d r
r

π π

+

−
⋅

= −
− +

 

2
2

22 2

(4 3 3) 3 3 15 3( )
4 6 16 16           

4 2 arcsin
2 2

t
t

t t
t

r r

d dr d r
r

π π
π

−
+ −

−
− +

,                               (11) 

where q
tN  is the number of transmissions at the time q. d  is the distance between the current 

node j and its farthest neighbor node k, and according to [8], d can be obtained by Eq. (12)  

22 2( )( 4 4 arcsin )
2t t t

t

dN
dr d d r d r
r

=
− − +

.                                  (12) 

Proof： Let q
mN  be the total number of the nodes which update their packets at the time 

q(q>1), and q
tN  is the number of transmitters at the time q and S1 is the area of the shaded part 

in Fig.  3. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 6, June 2017                                          2955 

· ··
j i

·k
·

tr

2
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Fig. 3. Illustration of S1  

Assume node j is a transmitter at the time q, the average number of neighbors which update 
their original packets with P(j) at the time q is /q q

m tN N . Obviously, the /q q
m tN N neighbors are 

located in the shaded area in Fig. 3. The node j will select a next hop node k from the nodes in 
the shaded area in Fig. 3 as discussed in subsection 2.  

Based on the conditions in (6) and (8), the selected node k will broadcast its packet at the 
time (q+1) with the probability pq+1, i.e., 

                            1 1( / ) /q
q q
m tp N N N+ = ,                                                    (13) 

where 1N  is the expected number of nodes in the shaded area, which can be obtained by 

1 1N NS=
                                                                                             

 
2

0    = ( )tN r Sπ −                                                                                

( )22 2 22
2   2 arccos

2

d
d

t t t
t

dN r r r
r

π
   = − − −  
   

                                  

22 2    2 arcsin 4
2 2t t

t

d dN r r d
r

 
= + − 

 
.                                      (14) 

In (13), q
mN  can be approximately written as (whose derivation is given in Appendix) 

22 2( 4 2 arcsin )
2 2

q q
m t t t

t

d dN N N r d r
r

= − +  

2
2 2(14 15 3)         

36 6q
t

t
tN

rC r N ππ −
− ×

   
 

2(4 3 3)         
4 6

q t
t

rN N ππ
π
−

−
      

 

23 3 15 3         ( )
16 16

q
t tN N rπ

π
− × − .                                               (15) 

Substituting (14) and (15) into (13), Eq. (11) can be obtained. 

3.6  The expressions for tot
tN  and tot

rN  

By derivation, the total number of transmissions tot
tN and the total number of receptions 

tot
rN of the proposed method are respectively 
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1

fN
tot q
t t

q
N N

=

=∑ ,                                                         (16) 

2

1

f

t

N
tot q
r t

q
N N r Nπ

=

=∑ ,                                                (17) 

where Nf is the number of repetitions of the broadcast processing, and the number of 
transmitters at the time q is 

0
1

,       1,2

,  2.
q
t q

q t

p N q
N

p N q−

==  >
                                         (18) 

Proof:  At the time q=1, the source nodes broadcast their packets, i.e.,  
1

0tN p N= .                                                           (19) 

Obviously, all reception nodes including the 1
tN  selected nodes of the sources update their 

packets with the received ones which only have one node ID. Therefore, all of the nodes 
selected at the time q=1 will broadcast their packets at the time q=2, i.e., 

                              2 1
0t tN N p N= = .                                                      (20) 

When q>2, at the time (q-1), the 1q
tN −  transmitters selected 1q

tN −  next hop nodes for the next 
time q, the selected 1q

tN −  nodes will broadcast their packet at the time q with the probability 

qp . Therefore, the number of transmitters at the time q is 
1,    ( 2)q

q q
t tN p N q−= > .                                           (21) 

Combining (19), (20) and (21), Eq. (18) can be obtained. 
The total number of receptions is 

1

fN
tot q
r t nei

q
N N N

=

=∑ ,                                                      (22) 

where neiN  is the average number of neighbors of one node, and 

2( / )nei tN r S Nπ=  
2      tr Nπ= .                                                          (23) 

Substituting (23) into (22), Eq. (17) can be obtained. 

Particularly, the additional overhead of the proposed method focus on the calculation for 
each node to find an intermediate node k  and the calculation complexity is about 3( )neiO N , 
where Nnei can be obtained by equation (23).   

4. Simulation Results  
To evaluate the performance of the proposed method, a WSN with N=1000 nodes uniformly 
and randomly deployed in a unit area is considered. In the network, the communication range 

tr  takes value from 0.05 to 0.085 according the connectivity condition. In the simulation, the 
DCT basis and the OMP algorithm are employed to reconstruct the sensor readings. In 
comparison with the proposed method, the available schemes in [8], [17] and [18] are also 
simulated.  
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Fig. 4 shows the total number of communications curves versus 0p . In Fig. 4, tot
tN and 

tot
rN are the total numbers of transmissions and receptions respectively. It can be seen  that both 

the total number of transmissions tot
tN and the total number of receptions tot

rN increase as the 
preset probability 0p  increases. The higher 0p  is, the more source nodes are selected, which 
will result in the increasing of the energy cost of communications. Therefore, the probability 
p0 should be as small as possible under the premise of the reasonable reconstruction. 

Fig. 5 gives the total number of communications curves versus the transmission range tr  for 
the different methods. In Fig. 5, the ‘CStorage’, ‘Netcompress’ and ‘CNCDS’ are the methods 
given in [8], [17] and [18] respectively, and the forwarding probability pa of the CNCDS in [17] 
is set to an optimum value 0.24. From Fig. 5, one can see that both the total number of 
transmissions and the total number of receptions of the proposed method are smaller than 
those of the available methods in [8], [17] and [18]. Compared with the CStorage in [8], the 
proposed method reduces the total number of communications by 60% at least, where the total 
number of communications is the one of the transmissions or the receptions. Moreover, the 
proposed method can reduce the total number of communications about by 80% and 30% 
when compared with the algorithms in [17] and [18] respectively. Therefore, the proposed 
method can greatly improve the energy efficiency. In addition, as the transmission range rt  increases, the total number of transmissions decreases slightly due to the decreasing of pq+1 and the total number of receptions of the proposed method increase slowly due to the 
increasing of the number of neighbors for each node, while the available schemes in [8], [17] 
and [18] increase rapidly. It demonstrates that the proposed method can perform well in the 
large-scale and dense networks. 

 
Fig. 4. Total numbers of communications curves versus p0(rt=0.05) 

 

Fig. 6 shows the mean square error (MSE) performance of the reconstruction against M for 
the different methods. It can be seen from Fig. 6 that the MSE performance of the 
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Netcompress in [17] is a little better, but its energy efficiency is the worst, which can be seen 
from Fig. 5. Compared with the CNCDS in [18] and the CStorage in [8], the proposed method 
has a better MSE performance when M is small. Moreover, the MSE performance of the whole 
schemes tends to be the same when M is greater than 130. 
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Fig. 5. Total numbers of communications against transmission range rt (p0=0.18). 
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Fig. 6. MSE comparison against M for different methods (p0=0.18, rt =0.05) 

To verify the correctness and the efficiency of the proposed method, the comparison 
between the theoretical value and the simulation result of the total numbers of 
communications for the proposed method is given in Fig. 7. From Fig. 7, one can see that the 
simulation result is almost coincident with the theoretical value for the total number of 
transmissions 

tot
tN or the total number of receptions tot

rN , where the small gap is caused by the 
approximate calculations of d  and q

mN  in (12). 
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5. Conclusion 
In this paper, an improved energy-efficient data delivering method based on compressed 
sensing and network coding is proposed for the WSNs. In the proposed method, the next hop 
selection principle is employed to determine the next transmitter to further reduce the number 
of the transmissions. Based on the random graph theory, we derive the expression for tot

tN  and 
tot
rN to verify the correctness and the efficiency of the proposed method. Compared with the 

available schemes, the proposed method can reduce the communication consumption greatly. 
Moreover, the proposed method can be used in the large-scale and dense networks to improve 
the energy efficiency of the networks. 

Appendix 

Calculation of q
mN  in Section 3.5 

Assume node j is a transmitter at the time q(q>1), and the node i is its parent node. The node 
j will select a next hop node k from the nodes in the shaded area in Fig. 3 as discussed in 
section 3.2 and S1 is the area of the shaded part. 

If the node j broadcasts its packet at the time q, only the nodes in the shaded area in Fig. 3 
may update their packets with the received packet P(j). There are q

tN  nodes broadcasting their 
packets at the time q, the total number of nodes which may update their packets is 

22 2
1 1 4 2 arcsin

2 2
q q q
m t t t t

t

d dN N N N N r d r
r

 
= = − + 

 
.                        (24) 

However, some of the 1
q
mN  nodes will not update their packets with the received packet 

when the following two cases happen. 
Case 1: At the time (q-1), another node j’ and the node j update their packets with the same 

packet ( )iP , and the node j’ is also a transmitter at the time q. The nodes in the shaded area (S2) 
in Fig. 8(a) will merge only one of the two packets. However, the number of nodes in the 
shaded area 2

q
mN  is calculated twice in 1

q
mN . Therefore, it should be subtracted from 1

q
mN . 

Case 2: At the time (q-1), the node j updates their packet with not only the ( )iP  but also a 
packet P(i’) from the node i’. According to the condition in (6), the nodes in the shaded area 
(S3 and S4) in Fig. 8(b) and Fig. 8(c) which are the neighbors of the node i’ will not merge the 
received packet ( )jP  into their original packets. The number of these nodes 3

q
mN  should be 

subtracted from 1
q
mN  too. 

·

· ·ij
j’

      

·

· ·ij
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a. S2                                     b. S3                                           c. S4 

Fig. 8. Illustrations of S2, S3 and S4 
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Therefore, 

1 2 3
q q q q
m m m mN N N N= − − ,                                                   (25) 

According to [18],  

2
q
mN =

2
2 2(14 15 3)

36 6q
t

t
tN

rC r N ππ −
× ,                                         (26) 

3
q
mN =

2(4 3 3)
4 6

q t
t

rN N ππ
π
− + 23 3 15 3( )

16 16
q
t tN N rπ

π
× − .         (27) 

Substituting (24), (26) and (27) into (25), Eq.(15) can be obtained.     
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